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ABSTRACT 
 

Experimental Epistemology (EE) – i.e., the branch of cybernetic 
epistemology founded by Warren McCulloch [1] to 
experimentally explore “embodiments of mind” – still has 
significant potential to be expressed in AI. This is the basic 
premise of our work, which recognizes in one of EE's most 
interesting affiliations, namely Humberto Maturana and 
Francisco Varela’s [2] autopoietic approach to the description 
of the living organization, a framework useful to improve 
contemporary Embodied AI's modeling of natural cognition. 
Our main goal is to incorporate the autopoietic theoretical 
model of the biological organization in EAI’s synthetic models 
of natural cognitive systems, in order to artificially generate 
forms of autonomy and sense-making similar to those of living 
systems. The core novelty of our research program relies on the 
hypothesis that, to be effective, this operation cannot be realized 
in software or hardware, and requires wetware modeling. We 
plan to use Synthetic Biology (SB)’s techniques to develop 
wetware models of minimal living-like systems, such as closed 
chemical reactions based on chemical organization theory and 
active inference (i.e., the free energy principle), to test whether 
they can implement sensory-motor loops arising from self-
production and agent-environment interactions, and generating 
minimal forms of autonomous (chemically-)embodied 
cognition. 
 
Keywords: Autopoiesis, organizational closure, sense-making, 
active inference, synthetic models, chemical networks. 
 
 

1. THE SB-EAI RESEARCH PROGRAM 
 
Embodied AI (EAI) emerged in the early 1990s to address the 
limitations of classical AI, emphasizing the role of the body in 
cognition. Unlike traditional AI, which relies on computer 
programs, EAI explores “embodied agents” – biologically 
inspired robots that learn about their environment and perform 
cognitive tasks through their physical bodies. This approach, 
grounded in insights from natural cognition, aims to create 
increasingly complex cognitive abilities in robots, starting from 
sensory-motor processes. The goal is to model the full spectrum 
of natural cognitive processes, capturing the functioning of the 
“embodied mind” [3]. 
Since the late 1990s, EAI has shown significant advancements 
in practical applications. However, pioneers of this approach 
questioned whether embodied agents can match the cognitive 

abilities of living organisms. Rodney Brooks highlighted this 
challenge in 1997 [4], citing a lack of understanding of the 
principles of the organization of life, sparking an ongoing 
debate about the realizability of EAI's modeling ambitions. 
“Organismically-inspired robotics” [5] and “Enactive AI” [6] 
attempt to address EAI's gaps by drawing on theoretical models 
of biological organization, such as the autopoietic model. 
Despite their theoretical significance, these programs have yet 
to develop concrete approaches in EAI that effectively model 
natural cognition by implementing the organizational principles 
of life. 
We believe the limitations of classical robotics in modeling 
cognitive and mind-like properties stem from their development 
in a domain different from that of biological organisms. 
Advances in the “Brooksian paradigm”, which emphasizes 
sensory-motor coupling with the environment and 
proprioception over abstract symbolic reasoning, are still under 
development. However, we argue that modeling natural 
cognition and related biological processes cannot be effectively 
achieved in classical hardware and software, as essential 
features of biological cognition cannot be transferred to 
hardware and software domains. For example, software systems 
can simulate some superficial aspects of biological cognition, 
but cannot associate a self-generated meaning to their own 
operations, as they merely manipulate purely syntactic, 
meaningless symbols (whose semantic content is defined, and 
recognized, by the software engineer only). Furthermore, 
physical constraints rarely affect the range of software 
functioning, as it resides within the virtual domain. Hardware 
systems (robot bodies), on the other hand, are strongly 
constrained by physics (e.g., a robot arm cannot freely rotate 
because of their physical hinges), but their parts cannot be 
easily converted, transformed, perturbed or made precarious in 
any manner, because of the high energy required for these 
transformations. More basic fundament to advance with wet 
models is that software and hardware approaches are limited in 
their ability to understand cognition because they are rooted in 
the Turing machine paradigm, which inherently cannot address 
the halting problem. The wet chemical approach, grounded in 
autopoiesis and metabolic closure, seeks to overcome this 
limitation. This is because the concept of living systems, as 
characterized by this approach, inherently involves cognitive 
processes capable of handling ambiguity. However, the 
challenge lies in the technical difficulty of implementing or 
replicating such biological organization in the laboratory. We 
believe that a viable way to model natural cognition is the 
chemical domain, which has the characteristics that allow the 
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authentic realization of a bioinspired AI. Properly designed 
reaction networks can emulate (not simulate) the processes 
occurring in biological organisms (in particular, the simplest 
ones – taken as prototypes of all forms of biological 
intelligence) because they can embody all theoretical 
requirements specified by the most relevant theories about 
agency, autonomy, and life. 
 
Inspired by this thesis, programs like the “Synthetic Biology 
(SB) and Embodied AI” aim at approaching the problem of 
sense-making by looking for a convergence of the engineering 
problem of constructing intelligent devices with the scientific 
issue of understanding the origins of cognition and life [7-10]. 
These programs have two main goals: (i) developing wetware 
models of minimal, archetypical living and cognitive systems 
and (ii) transforming these models into useful engineering 
applications. Here, we expand on these research axes, 
emphasizing that synthetically modeling not just behaviors but 
the organizational features of biological cognitive systems is 
crucial for a deep chemical approach to EAI. 
 
 

2. TOWARDS A SYNTHETIC BIOLOGY APPROACH 
TO SENSE-MAKING EMBODIED AI 

 
Synthetic Biology can be widely defined as those bottom-up 
approaches to the construction (synthesis) of complex 
bio/chemical systems that share with biological organisms 
essential traits of their structural and/or dynamical organization. 
The SB we refer to, therefore, includes investigations on the 
origins of life, chemistry of complex dynamical systems 
(systems chemistry), wetware Artificial Life, bio-organic and 
chemo-enzymatic strategies, etc. These research areas have a 
common playground: the chemical domain, which we believe is 
indeed the right space for investigating various sort of 
organizational approaches to EAI, being quite different from the 
usual hardware/software ones.  
Our main claim is that thanks to its chemical peculiarities, SB 
approaches can provide concepts and tools for an effective 
modeling of the biological organization, in particular with 
respect to life and cognition, overcoming the current limitations 
of hardware/software approaches to cognition and sense 
making. Effective models of bio-organizationally relevant 
cognitive processes have been not fruitful because the capacity 
of material transformations, which is a specific feature of the 
chemical domain, simply cannot be emulated by hardware 
systems, while software systems cannot even “perform” in the 
physical space – they just produce simulations of physical 
processes. 
Chemical and biochemical networks, approached both 
experimentally and theoretically, are essential for understanding 
abiotic, prebiotic, and biotic systems due to the complex 
behaviors emerging from their dynamics and to the actual 
possibility of realizing the “organizational closure”, identified 
as the crucial property of life and cognition by Maturana and 
Varela [2] – see below. The diversity of chemical species in 
these networks generates varying topologies and dynamic 
stability. For instance, evolved enzymes exhibit strong substrate 
selectivity, whereas primitive catalysts were likely more 
promiscuous. Despite the mystery surrounding primitive 
chemical networks, it is generally accepted that several core 
carbon-based metabolic pathways were crucial for the origin of 
primitive cells, encapsulating primitive biogenesis [11]. These 
networks operate dynamically, producing and consuming their 
components in a cyclic organization. When such self-

maintaining systems can define themselves against their 
environment by producing a boundary, they are termed 
“autopoietic”. 
Following Maturana and Varela’s concept of autopoiesis [2], 
autopoietic networks are seen as both living and cognitive 
systems. An autopoietic system continuously specifies its 
organization through the production of its components 
(metabolic closure/constraint closure, [12]). This involves 
compensating for environmental disturbances to remain 
organized. Maturana and Varela [2] viewed this as the 
fundamental cognitive process, described as “structural 
coupling” with the environment and “sense-making.” This is the 
generation of operational meanings for environmental 
perturbations, which are expressed in self-regulation schemes 
that ensure the system's functional continuity amid 
perturbations and intertwine with self-production. 
We believe this theoretical framework, focused on the dynamics 
of chemical networks, can offer new, promising approaches to 
EAI, especially when developed through cutting-edge wetware 
modeling methods from synthetic biology (SB). Current 
software and hardware EAI systems, while useful for solving 
cognitive tasks, lack true cognition in terms of structural 
coupling and sense-making because they do not exhibit 
metabolic-like self-production dynamics [13]. To create 
biologically-like AI, it is necessary to implement self-regulation 
processes of (bio)chemical self-production. In other words, the 
missing piece in EAI is the introduction of wetware chemical 
models, which are particularly suited for the artificial 
realization of biological organization — a wetware approach to 
organizational EAI. 
Providing a roadmap for this modeling approach would help 
address questions about the continuity between life and 
cognition and clarify whether minimal synthetic biological 
systems can implement cognitive processes at the fundamental 
(bio)chemical level. 
 
 

3. SENSE-MAKING EMBODIED AI THROUGH 
CHEMICAL ORGANIZATION THEORY (COT) AND 

FREE ENERGY PRINCIPLE (FEP). 
 
To model cognitive processes within the SB-EAI framework, 
we propose combining Chemical Organization Theory (COT) 
[14] and active inference, a corollary of the Free Energy 
Principle (FEP) [15]. Our hypothesis is that a minimal self-
maintaining metabolic system, which operates out-of-
equilibrium, can arise from a set of primitive core metabolism-
based chemical reactions through active inference. The 
implementation requires: 
 

1. Identifying a small number of key chemical reactions 
capable of self-maintenance in COT terms (Fig.1A). 
 

2. Determining if some chemical reactions or products 
form the COT analysis can serve as internal and 
sensory-active states (Fig. 1B). 

 
3. Allowing the system to interact with a fluctuating 

environment to assess if it maintains out-of-
equilibrium dynamics via active inference, i.e., if the 
system self-maintains by inferring and responding to 
environmental fluctuations. 
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Figure 1. Minimal chemical reaction network capable of self-
maintenance with partition states for active inference. A) The self-
producing organization of living system depicted by COT involving the 
origin of life scenario. Circular nodes represent the component or 
chemical species (resources), while white square nodes represent the 
reactions. The yellow squares correspond to reactions associated with 
biotic activity, and the orange ones, with abiotic activity. Arrows go 
from reactants to products. Colors differentiate the dynamic properties 
of the resources. Green represents the inflow that is not self-maintained. 
Lilac represents the self-maintained chemical species that together with 
the inflow (lilac) form a sub-network that simulates operational closure. 
Cyan represents the waste chemical species. B) The self-producing 
organization of living system depicted by COT with an implementation 
of active inference, and thus the partition of the system with a Markov 
blanket. 
 
These minimally chemically embodied cognition forms should 
be understood through sensory-active loops that selectively 
interact with environmental molecules, transforming them for 
the system’s self-maintenance. Through active states, the 
system plans and selects environmental molecules to preserve 
its identity. In this sense, such an autopoietic-like chemical 
system would be capable of sense-making based on continuous 
chemical self-production. 
This approach aligns with EAI’s emphasis on sensorimotor 
coupling and embodied cognition. Reverse engineering can be 
applied to identify the key molecular components that are 
critical for the system’s organizational stability. This 
determination could rely on the production rates of chemical 
components needed for self-maintenance in a fluctuating 
environment, where the assimilation rates for different elements 
are governed by the “blanket states” (a technical term defined 
within the FEP). It is crucial that the time dynamics of such an 
autopoietic-like chemical organization avoid dissipation within 
an analytically determined timescale. 
 
 

 
4. A CALL FOR NOVEL EXPERIMENTAL 

PERSPECTIVES IN SYNTHETIC BIOLOGY AND 
SYSTEMS CHEMISTRY 

 
Based on the above-mentioned proposal, it is evident that we 
call for a novel turn in experimental SB (and systems 
chemistry) that explicitly include the mechanisms underlying 
cognition and sense-making as derived from our analysis.  
Current investigations on the so-called “synthetic cells” (SCs) 
are indeed advancing quite well, promoted by the significant 
efforts of a growing community. National and international 
consortia have proven to be effective in boosting SC research 
[16,17], which is often presented as one of the most innovative 
direction, not resembling anything existing in the past. 
To date, studies on cell-like systems cover distinct interests, 
from the origin of life to the construction of SC with minimal 
complexity, from being used as synthetic models of cells, to 
possible applications as “smart” drug delivery systems (Fig. 2).  
 

Figure 2. Synthetic Cells. The construction of cell-like systems 
(generally called Synthetic Cells, or SCs) is a flowrishing branch in SB, 
origins of life investigation, systems chemistry, applied biotecnology. 
By means of the research project “Synthetic Biology and Embodied 
AI”, we intend to extend the scientific interest toward foundamental 
questions as the emergence of autonomous systems, their capability of 
sense-making, and investigate in this manner novel approaches to 
embodied AI. The resulting perspective, which intrinsically requires 
collaboration from specialists of different disciplines, can be considered 
a modern version of the McCulloch’s Experimental Epistemology. 
 
For instance, systems made of allegedly primitive molecules are 
employed to model primitive cells. In this context, experimental 
targets are often focused on the self-replication or on the self-
reproduction of the protocells, or of part of them. Using 
primitive (or anyway simple) molecules serves to demonstrate 
that some cell-like behavior are achievable in conditions that 
are far from modern biological ones. The search for minimal 
complexity, possibly using contemporary molecules (DNA, 
ribosomes, enzymes, etc.) is instead targeted to identify the 
irriducible core of those genetic-metabolic networks which 
generate a living system [18]. Such a direction attacks the 
problem of “minimal life” from the bottom-up, while other 
approaches are devoted to simplifying extant biological cells by 
removing unnecessary genes (top-down) [19]. The possibility of 
constructing a simplified version of cells helps to understand 
the dynamics of complex multi-molecular and often hierarhical 

B 
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systems in absence of the complicated background present in 
biological cells. In this way, it is possible to study complex 
mechanisms from a privileged viewpoint. These three research 
directions pertain to basic science, i.e., they refer to 
foundamental questions in chemistry and biology. The fourth 
research area sees SC research applied angle, as these man-
made structures can be used in nanomedicine. In this respect, 
there are already interesting reports that show how SCs could 
produce therapeutic proteins, acting in situ, near the damaged 
cell [20]. 
 
How SCs in nanomedicine scenarios actually elicit 
foundamental questions in communication, cognition and 
sense-making. 
While SC research in the first three directions (see above) has 
been mainly carried out by focusing on what SCs do, 
irrespective of their environment (conceived, explicitly or 
implicitly, constant or buffered), just imagining the use of SC in 
a nanomedicine scenario immediately implies the need, for SCs, 
of understanding their environment, where they are, when the 
production or release of their therapeutic chargo should initiate. 
In other words, in this research area, the environment cannot be 
seen as a passive medium, but it co-determines the dynamics 
inside SCs. Such a perspective was very clear from the 
beginning, and indeed it stimulated our initial interest toward 
communication acts that SCs must implement in order to 
(re)cognize their environment [21]. It is certainly possible to 
model this scenario from the classical computational 
perspective, the one in which environmental signals are 
conceived as input, SC machinery as a computational unit, and 
the downstream production of molecules as output. This is a 
bio-engineering perspective that is usually adopted in the field 
of Molecular Communication, Molecular Computing, 
Molecular Robotics. In this perspective, the meaning of signals 
has been pre-established by the SC designer. For example, 
because the SC must activate an internal mechanism only when 
a certain molecule S is present in the environment, a receptor R 
for S is included in the SC, as well as a mechanism that 
transduces the S-to-R binding in order to activate a final 
effector (e.g., the production of a drug). The SC is a machine-
like system that processes information (and it should be noted 
that in this context “information” is resembling “a thing”) and 
behaves in pre-programmed manner. 
On the other hand, a more fundamental biological question is 
about how a chemical system (e.g., organized in a cell-like 
manner) can autonomously generate meanings of external cues, 
and understand this mechanism at different time scales (i.e. 
imminent or here-and-now, and evolutionary). It is in these 
context that SB becomes a powerful tool to explore these 
features – which, as mentioned, are nothing else than AI 
implemented in the chemical domain. 
 
Exploring autopoiesis and cognition in SB and systems 
chemistry 
Although it can be easily recognized that a decisive contribution 
to the birth of bottom-up minimal life and origin of life 
investigations based on the construction of synthetic cells 
actually comes from the autopoietic tradition (in particular from 
pioneer studies on “chemical autopoiesis” in the 1990s [22]) the 
central theme has been always focused on the material problem 
of realizing a self-bounded system capable of producing its own 
components. This is possibly due to the fact that early and 
current practitioners generally concentrate the attention on the 
chemical problem – which is far from being a trivial one.  

On the other hand, autopoiesis and cognition are indissolubly 
bound to each other (“all knowing is doing and all doing is 
knowing” [2]). However, investigations that explicitly aim at 
considering the cognitive capability of minimal chemical 
systems are rather rare. Our research plan, the “Synthetic 
Biology and Embodied AI” aims at filling this gap, and 
therefore aims at identifying (by modeling and by constructing) 
chemical systems that will display (minimal) cognition. 
At this aim, the first conceptual move is to depart from the 
information-as-a-thing idea, and conceive instead information 
as a process: the process of being in-formed. This critical 
consideration resonates well with early discussions on what 
information is (dating back to the first cybernetics), that involve 
primary figures of the Macy conferences such as Shannon, 
Bateson, MacKay, and others. As it is well known, and 
summarized in a recent review [23], the Shannon definition of 
information is not connected to its meaning [24]. For others, 
semantic aspects of information are relevant as well (e.g., the 
well-known Bateson definition “information is a difference that 
makes a difference” [25]). As remarked by Pask, the meaning of 
information was defined, by MacKay, as the selective function 
exterted by any event that can be detected by an organism or a 
machine upon the ensemble of transition probabilities that 
characterize their behavior [26]. This means that there are 
events capable of in-forming the system of interest, in the sense 
that can give it a new form (a new structure). 
The process of in-formation, thus, requires that a system can 
changes its structure, and therefore its detailed dynamics, to 
cope with events that act, evidently, as a perturbators of a pre-
existing system dynamics (think, for example, to a chemical 
network with a certain set of relations between its elements; 
note that the relations are chemical interactions or chemical 
reactions. The set of relations should have the property of 
change qualitatively and quantitatively).  
The capacity of a network of accommodating some 
perturbations, without losing its overal organization (e.g., its 
autopoiesis), becomes the target property for being 
implemented in novel SB and systems chemistry artifacts, in 
order to become cognitive and capable of sense-making. The 
innovative theoretical analyses mentioned in Section 3 (COT 
and FEP) would serve as a guide for developing those systems 
in the laboratory. 
This move will represent surely a cultural shift, from conceiving 
autopoiesis just as the self-production of all system components 
– as it is currently done, to a richer theory that includes an 
adequate and self-determined structural plasticity with respect 
to certain environmental perturbations – those that have been 
selected by the system itself because of their compatibility with 
the ongoing dynamical organization. A useful starting point, for 
inspiring experimental research, would be the paper on 
autopoiesis with/without cognition written by Luisi, a pioneer 
of chemical autopoiesis [27], see examples in Fig. 3. Our plan 
for the “SB and Embodied AI” project, in addition to the above-
mentioned theoretical understanding, foresees several possible 
modeling and experimental strategies. 
 Designing a proper noisy environment. While, in 
the natural evolution, environmental perturbations are evidently 
not bound to spatiotemporal constraints (the evolution and the 
‘fate’ of species are de facto open-ended), in laboratory 
investigations it is plasuble starting the approaches to minimal 
cognition from a pragmantic viewpoint and design systems 
(e.g., SCs) capable of here-and-now adaptation to given 
environmental perturbations. However, in order to exploit the 
selective capabilities of chemical dynamical systems, those 
perturbations need to have random spatiotemporal distributions, 
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or being random and recursive (aiming at observing minimal 
forms of learning), or randomly combined – to possibly trigger 
synergic (associative) pathways. As evidenced by Levin, many 
relatively simple genetic networks may unexpectedly display 
interesting behavioral patterns [28].  
In other words, although the environment is still “designed”, it 
is designed to also presents uncertainty features (i.e., a form of 
noise). As mentioned, this will let the autonomous selections of 
“permitted” perturbations by the likewise stochastically built 
SCs (each SC, in a laboratory population, has a definite 
composition, which generally differ from the others). Due to the 
highly non-linear interactions in SCs, and the fact that at the 
molecular level interactions of any sort cannot be prevented 
[29], it is generally not possible to foresee which set of 
SC/environment combinations will work adaptively.  
 

Figure 3. Possible interactions of an external event with a self-
bounded chemical network. Inspired by the arguments presented in 
[27], the figure schematically represents some ways in which a self-
bounded chemical network – supposed to be autopoietic (or 
autonomous) – accommodates the permeable compound S into its 
dynamics, with the requirement that there will be no modifications of 
the overall organization (autopoietic, or autonomous one). In a), S 
interacts with some of the system components (e.g., C), to generate new 
species (e.g. G), which in turn interacts with other components (e.g., B). 
In b), the presence of S leads to interactions (with A, with D) that 
directly or indirectly lead to the disappearance (or weakening) of some 
of the previously existing links (e.g. between A and D, between D and 
F), and the appearance of others (e.g. between A and F). 
 
 Autonomous chemical (sub)networks. The software 
modeling of a self-sustaining autopoietic system is always 
possible, but its concrete wetware realization is quite 
challenging. Despite the progress in SC research, there are still 
no report of artificial autopoietic systems. As mentioned in 
previous contributions [30], a pragmatic route to work on sense-
making and minimal cognitive chemical systems could be the 
focus on autonomous systems instead of autopoietic ones. By 
autonomous system (actually, a sub-system) we mean a 
chemical network embodying a closed loop of causal 
entailments, possibly being supported by ancillary processes 
that do not necessarily form an autopoietic organization. The 
strategy here described is similar to a proposal referred 
hardware-software embodied AI (“Instead of building robots 

that instantiate metabolic processes that self-organize to form 
autonomous networks, the strategy has been to build robots 
whose sensorimotor processes self-organize to form 
autonomous networks. [31]). Our approach, however, is 
conceived as propedeutic to a full-fledged realization of 
autopoiesis in wetware, while the same cannot be done in 
hardware-software domains. 
 Re-evaluating the early examples of chemical 
autopoiesis. During the years, the original design of chemical 
autopoietic systems, acutally devised by Luisi and Varela in 
their 1989 paper [32], has been firstly explored by means of 
several variations of implementations (reverse micelles, 
micelles, vesicles), and later it converged toward enzyme-
containing vesicles because of some utilitarian reasons. Firstly, 
the use of enzymes allows the realization of complex 
transformation in mild conditions. Enzymes are amazing 
catalysts acting in chemo- regio- and stereospecific manner, but 
at the same time they can operate on substrates just similar to 
the natural ones. Their use is very convenient from the practical 
viewpoint. Second, the vesicle architecture is more cell-like 
than micelles and reverse micelles architectures. Moreover, 
vesicles made of fatty acids are also good models of primitive 
cells. Third, by exploiting the combination of transcription-
translation mechanisms (DNA, mRNA, enzymes), it is rather 
straightforward to generate cell-like systems that summarize the 
most important processes of cell biology (the one associated to 
the so-called central dogma). It can be said that the evolution of 
research lead to a gradual transition from chemical autopoiesis 
to bottom-up synthetic biology [33].  
However, this arrival point, which from a certain viewpoint is 
indeed very successful (as mentioned at the beginning of 
Section 4) have also some cons. In particular, the complexity 
associated to the transformation of biomacromolecules makes 
very difficult the achievement of autopoiesis. Indeed, in order to 
have all SC components produced and degraded according to 
the autopoietic need of a “network of processes of production 
(transformation and destruction) of components” [2], a very 
complex network must take place in SC, whose components are 
complex molecules, and processes are likewise complex. Indeed 
the minimal autopoietic cell would correspond, by and large, to 
the minimal top-down cell determined by Venter via the famous 
synthetic genome transplant experiments [19]. Even worst is the 
case in which some SC components are artificial molecules 
such as amphiphilic polymers, whose synthesis and degradation 
is out of reach in the conditions of SC existence.  
Paradoxally, then, the very simple systems initially explored by 
Luisi in the early 1990s, that are made by a bunch of chemicals 
and very few transformation processes, seem to be a convenient 
prototype to start with, possibly enriched by the recent 
flowrishing research on systems chemistry [34] on one hand, 
and by the above-mentioned COT and FEP formalisms on the 
other hand. 
 
 

5. CONCLUDING REMARKS 
 
The research program described in this paper – Synthetic 
Biology and Embodied AI – is still in an early development 
stage. We have highlighted the motivations behind its 
development and the goals of our proposal. It will represent a 
new form of bioinspired AI, more precisely of embodied AI, 
developed for the first time within the epistemologically fecund 
framework of autopoiesis. From a theoretical viewpoint our 
vision is alternative to the computational one, so that the scope 
and the questions that motivate us are not the construction of 
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programmable chemical robots, although some of the 
modeling/experimental tools might be the same or very similar 
ones. 
As argued above, one of the major goals is the investigation of 
how sense-making emerge in certain chemical dynamical 
systems, those based on a specific form of dynamical 
organization, the autopoietic one. As mentioned, the processes 
we are interested in can be both in the short- and long-time 
range.  
Research will be carried out by combining theory and 
experiments, conceptual and numerical models. We plan to 
investigate cognitive processes by combining COT and active 
inference, applied on minimal minimal self-maintaining 
metabolic systems operating out of equilibrium. Ideally, such a 
system would also be self-bounding, i.e., it will spontaneously 
self-confine and self-distinguish from the environment as 
biological cells do. From a practical viewpoint, the 
experimental approaches that seem more fruitful to this 
enterprise are those recognized as SB ones (including systems 
chemistry). SCs can be a well-suitable platform for these 
investigations. 
Although our primary interest is facing fundamental questions 
about the origin of cognition in chemical systems with minimal 
complexity, we believe that our efforts can contribute to applied 
research too (including molecular robotics and the so-called 
chemical AI [gentili]), and in particular in all cases where the 
artificial agent (e.g., a SC) estabilishes communicative relations 
with other agents – think to biological cells in a nanomedicine 
scenario – a fascinating area of sure interest and development in 
next years. 
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