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“ I am the observed link
between myself and 
observing myself.”

Heinz von Foerster

a concept of Heinz's own invention [VF]. An eigenform is the
purported fixed point of a recursion. Here the recursion is

R(X) = [ X [ X ] ],

and we have  I = R(I). In applying R  to X you create the observed
link between X  and observing X.  For example if X  is "bird watching".
Then  R(X)  is " the observed link between bird watching and
observing bird watching." If bird watchers have observers watching
them, this would be meaningful. But remarkably, when you apply R
to a self you just get that self back again! The self is an eigenform
for its own operation of splitting itself into  watching  the linkage of
watcher and watched.

Lets be a bit more graphic about this. Let a box around X denote the
condition of observing X.

X  = "observing X"

Then our Heinz equation becomes the graphic eigenform below.

I =   I    I

I call this eigenform the Fibonacci Form [SRF,FF] because it generates
the famous Fibonacci number series:

1, 1, 2, 3, 5, 8, 13, 21, 34, 55, 89, 144, 233, 377, ...

Each number is the sum of the previous two numbers.
To see how our form of   I  is related to the Fibonacci numbers we
re-enter I into itself infinitely. Lets do this one step at a time.
Take our equation for I and use it to replace each I  on the right
hand side. We get the following new equation for I .

I    I I    II =

Doing this one more time, we get an even "deeper" equation for I .
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1. Introduction

 

“Reflexive” is a term that refers to the pres-
ence of a relationship between an entity and
itself. One can be aware of one’s own
thoughts. An organism produces itself
through its own action and its own produc-
tions. A market or a system of finance is com-
posed of actions and individuals, and the
actions of those individuals influence the
market just as the global information from
the market influences the actions of the indi-
viduals. Here it is the self-relations of the
market through its own structure and the

structure of its individuals that moves its evo-
lution forward. Nowhere is there a way to cut
an individual participant from the market
effectively and make him into an objective
observer. His action in the market is concom-
itant to his being reflexively linked with that
market. It is just so for theorists of the mar-
ket, for their theories, if communicated,
become part of the action and decision-mak-
ing of the market. Social systems partake of
this same reflexivity, and so does apparently
objective science and mathematics. In order
to see the reflexivity of the practice of physical
science or mathematics, one must leave the
idea of an objective domain of investigation

in brackets and see the enterprise as a wide-
ranging conversation among a group of
investigators. Then, at once, the process is
seen to be a reflexive interaction among the
members of this group. Mathematical results,
like all technical inventions, have a certain
stability over time that gives them an air of
permanence, but the process that produces
these novelties is every bit as fraught with cir-
cularity and mutual influence as any other
conversation or social interaction.

How then, shall we describe a reflexive
domain? It is the purpose of this paper to give
a very abstract definition that nevertheless
captures what I believe to be the main con-
ceptual feature of reflexivity. We then imme-
diately prove that eigenforms, fixed points of
transformations, are present for all transfor-
mations of the reflexive domain. This will
encourage us and will give us pause to think
further about the relationship of reflexivity
and eigenform.

The existence of eigenforms will encour-
age us, for we have previously studied them
with the notion that “objects are tokens for
eigenbehavior.” Eigenforms are the natural
emergence of those tokens by way of recur-
sion. So to find the eigenforms dictated by a
larger concept is pleasing. The existence of
fixed points for arbitrary transformations
shows us that the domain we have postulated
is indeed very wide. It is not an objectively
existing domain. It is a clearing in which
structures can arise and new structures can
arise. A reflexive domain is not an already-
existing structure. To be what it claims to be,
a reflexive domain must be a combination of
an existing structure and an invitation to cre-
ate new structures and new concepts. The
new will become platforms from which fur-
ther flights of creativity can be made. Thus in
the course of examining the concept of reflex-
ivity we will find that the essence of the mat-
ter is an opening into creativity; and that will
become the actual theme of this paper.
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magmas. We then show how magmas are related to knot theory and to an extension of 
set theory using knot diagrammatic topology. This work brings formalisms for self-
reference into a wider arena of process algebra, combinatorics, non-standard set theory 
and topology. The paper then discusses how these findings are related to lambda calculus, 
set theory and models for self-reference. The last section of the paper is an account of a 
computer experiment with a variant of the Life cellular automaton of John H. Conway. In 
this variant, 7-Life, the recursions lead to self-sustaining processes with very long 
evolutionary patterns. We show how examples of novel phenomena arise in these 
patterns over the course of large time scales. 
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This essay begins with a discussion of the
notion of “eigenform” as pioneered by Heinz
von Foerster in his papers (Foerster 1981a–c)
and explored in papers by the author (Kauff-
man 1987, 2003, 2005). We include some of
the material from (Kauffman 2005) in this
paper for the sake of completeness. In (Foer-
ster 1981a) the familiar objects of our exist-
ence can be seen to be nothing more than
tokens for the behaviors of the organism, cre-
ating apparently stable forms. 

In this view, the object is 

 

both

 

 an element
of a world 

 

and

 

 a token or symbol for the pro-
cess of its production/observation. 

An object, in itself, is a symbolic entity,
participating in a network of interactions,
taking on its apparent solidity and stability
from these interactions. We ourselves are
such objects: we, as human beings, are “signs
for ourselves,” a concept originally developed
by the American philosopher, Charles S.
Peirce (Kauffman 2001). Eigenforms are
mathematical companions to Peirce’s work. 

In an observing system, what is observed
is not distinct from the system itself, nor can
one make a complete separation between the
observer and the observed. The observer and
the observed stand together in a coalescence
of perception. From the stance of the observ-
ing system, all objects are non-local, depend-
ing upon the presence of the system as a
whole. It is within that paradigm that these
models begin to live, act and enter into con-
versation with us. 

After this journey into objects and eigen-
forms, we take a wider stance and consider
the structure of spaces and domains that par-
take of the reflexivity of object and process. In
Section 6 we give a definition of a 

 

reflexive
domain

 

. Our definition populates a space
(domain) with entities that could be con-
strued as objects, and we assume that each
object acts as a transformation on the space.
Essentially this means that given entities 

 

A

 

and 

 

B

 

, there is a new entity 

 

C

 

 that is the result
of 

 

A

 

 and 

 

B

 

 acting together in the order 

 

AB

 

 (so
that one can say that “

 

A

 

 acts on 

 

B

 

” for 

 

AB

 

 and
“

 

B

 

 acts on 

 

A

 

” for 

 

BA

 

). This means that the
reflexive space is endowed with a non-com-
mutative and non-associative algebraic
structure. The reflexive space is expandable
in the sense that whenever we define a pro-
cess, using entities that have already been
constructed or defined, then that process can
take a name, becoming a new entity/transfor-

mation of a space that is expanded to include
itself. Reflexive spaces are open to evolution
over time as new processes are invented and
new forms emerge from their interaction. 

Remarkably, reflexive spaces always have
eigenforms for every element/transforma-
tion/entity in the space! The proof is simple
but requires discussion. 

Just as promised, in a reflexive domain,
every entity has an eigenform. From this
standpoint, one should start with the concept
of reflexivity and see that from it emerge
eigenforms. Are we satisfied with this
approach? We are not. In order to start with
reflexivity, we need to posit objects and pro-
cesses. As we have already argued in this essay,
objects are tokens for eigenbehaviors. And a
correct or natural beginning is a process
where objects are seen as tokens of processes. 

By now the reader begins to see that the
story we have to tell is a circular one. We give
a way to understand this circularity in our last
section, where we discuss creativity in recur-
sive processes and the emergence of novelty.

The paper continues in Section 6 by
studying an allied concept that we call a

 

magma

 

. A magma is a domain with a binary
operation * that allows one to combine ele-
ments 

 

a

 

 and 

 

b

 

 of the domain to form a new
element 

 

a

 

 * 

 

b

 

 of that domain. In the magma
each element 

 

a

 

 is also a mapping of the
domain to itself via left combination:

 

x

 

 

 

→

 

 

 

a

 

 * 

 

x

 

. We assume that each such trans-
formation preserves the structure of the
combinatory operation. Magmas are very
close in concept to reflexive domains. We
define the notion of a reflexive magma and
show that such magmas satisfy a fixed point
theorem and so contain eigenforms. In Sec-
tion 7 we show how magmas arise naturally
in the context of knot theory and a theory of
knot sets. Sections 8 and 9 discuss the rela-
tionships of reflexivity with the lambda cal-
culus of Church and Curry and with Cantor’s
diagonal argument and the Russell paradox.
Section 10 is a minimalist discussion of self-
reference and reflexivity in relation to the
conceptualization of a universe that comes to
observe itself. Section 11 is an account of a

computer experiment with a variant of the
Life cellular automaton of John H. Conway.
In this variant that we have discovered, 7-
Life, the recursions lead to self-sustaining
processes with very long evolutionary pat-
terns. We show how examples of novel phe-
nomena arise over the course of large time
scales. This example will be a later spring-
board for the discussion of the emergence of
novelty from deterministic processes. Here, it
is an example showing how the course of a
process is just as important as its eigenform
or infinite concatenation. 

The paper ends with a discussion of the
wider context of reflexivity. We are acutely
aware that this paper about reflexivity only
gives certain conceptual tools and does not yet
address the actuality of the reflexive condition
of persons and observers who are inextricably
part of the universes that they hope to study.
In so doing they will adopt points of view and
these very points of view will create patterns,
new forms, objects of study and will act as a
veil over the original intent. It is only through
working with many points of view and many
investigations that the particularities of single
lenses will begin to fall away and a wider
understanding will emerge.

 

2. Objects as tokens for 
eigenbehaviors 

 

In his paper 

 

Objects as Tokens for Eigenbehav-
iors

 

, von Foerster (1981a) suggests that we
think seriously about the mathematical struc-
ture behind the constructivist doctrine that

 

perceived worlds are worlds created by the
observer.

 

 At first glance such a statement
appears to be nothing more than solipsism. At
second glance, the statement appears to be a
tautology, for who else can create the rich sub-
jectivity of the immediate impression of the
senses? At third glance, something more is
needed. In that paper he suggests that the
familiar objects of our experience are the fixed
points of operators. These operators 

 

are

 

 the
structure of our perception. To the extent that
the operators are shared, there is no solipsism
in this point of view. It is the beginning of a
mathematics of second order cybernetics.

Consider the relationship between an
observer 

 

O

 

 and an “object” 

 

A

 

. The key point
about the observer and the object is that “the
object remains in constant form with respect

Given 

 

F

 

 in a reflexive domain.
Define 

 

G

 

 by 

 

Gx

 

 = 

 

F

 

(

 

xx

 

).

Then 

 

GG

 

 = 

 

F

 

(

 

GG

 

) and so 

 

GG

 

 is an
eigenform for 

 

F

 

.



phase-shifted from the original one by one half-period. The
juxtaposition of the these two waveforms yields a marked state.

...

...
=
=

=

...
...

With this interpretation we would like to keep position  as a rule
about the reentering mark. But we also note, that as a waveform
the reentering mark, taken all by itself, is indistinguishable from its
crossed form.

......=

= (all by itself)
One way to get partially out of this dilemma is to make two
imaginary values i and j, one for each waveform and to have the
following waveform arithmetic:

...

...
=
=

=

...
...i

j

ij

j   = ji   = i

i j= =, ,

,
The waveform arithmetic satisfies occultation and transposition, but
not position. It is similar to the three-values Calculus for Self-
Reference, and has a completeness theorem using these values. This
rich structure is directly related to a class of multiple valued logics
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“[Seemingly] 
The laws of physics, the so-called ‘laws 

of nature’, can be described by us.
The laws of brain functions - or ever 
more generally - the laws of biology, 

must be written  in such a way that the 
writing of these laws can be deduced 
from them, i.e. that they have to write 

themselves.”
HVF, Cybernetics of Epistemology 

(1973).
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Define a * a = a, b * b = b and c * c = c.
And define a * b = c = b * a, a * c = b = c * a
and b * c = a = c * b. 

In other words, each element combines
with itself to produce itself, and any pair of
distinct elements combine to produce the
remaining element that is different from
either of them. The reader can verify that TRI
is indeed a magma. For example, 

a * (b * c) = a * (a ) = a
(a * b) * (a * c) = (c) * (b) = a.

Note also that the multiplication in this
magma is not associative:

a * (a * b) = a * c = b
(a * a) * b = a * b = c.

We will return to this magma in the next
section and see that TRI is intimately related
to the simplest knot, the trefoil knot.

Another example to think about is OM,
the free magma generated by one element J.
Here we consider all possible expressions and
ways that b can combine with itself and with
other elements generated from itself.
Remarkably, the free magma is an infinitely
complex structure. For example, note the fol-
lowing consequences of the distributive law
(here using XY instead of X * Y):

J(JJ) = ((JJ)(JJ)) 
= ((JJ)J)((JJ)J)

= (((JJ)J)(JJ))(((JJ)J)J)).

In the free magma an infinite structure is
generated from one element and all its pat-
terns of self-interaction.

Suppose further that we assume that every
structure-preserving mapping of the magma
M is represented by an element of the magma
M. This will place us in the position of creat-
ing from the magma something like a reflex-
ive domain. 

In the next section we shall see that mag-
mas arise very naturally in the topology of
knots and links in three-dimensional space.
This is an excellent way to think about them,
and it provides a way to think about reflexiv-
ity in terms of topology. Here we take an
abstract point of view and see when the struc-
ture-preserving nature of elements of a
magma leads to the analog of a reflexive
domain.

I shall call a magma M reflexive if it has the
property that every structure-preserving
mapping of the algebra is realized by an ele-

ment of the algebra and (x * x) * z = x * z for
all x and z in M. 

A special case of this last property would
be where x * x = x for all x in M. We shall see
this property come up in the knot theoretic
interpretations of the next section.

Suppose that M is a reflexive magma. Does
M satisfy the fixed point theorem? We find
that the answer is, yes.

Fixed Point Theorem for Reflexive Magmas.
Let M be a reflexive magma. Let F: M → M be
a structure-preserving mapping of M to itself.
Then there exists an element b in M such that
F(p) = p.

Proof. Let F: M → M be any structure-pre-
serving mapping of the magma M to itself.
This means that we assume that F(x * y) =
F(x) * F(y) for all x and y in M. 

Define G(x) = F(x * x) and regard G: M →
M. Is G structure preserving? We must com-
pare G(x * y) = F((x * y) * (x * y)) = F(x * (y *
y)) with G(x) * G(y) = F(x * x) * F(y * y) =
F((x * x) * (y * y)).

Since (x * x) * z = x * z for all x and z in M,
we conclude that G(x * y) = G(x) * G(y) for all
x and y in M.

Thus G is structure preserving and hence
there is an element g of M such that G(x) =
g * x for all x in M. Therefore we have g * x =
F(x * x), whence g * g = F(g * g). For p = g * g,
we have p = F(p). This completes the proof.

Q.E.D.
This analysis shows that the concept of a

magma is very close to our notion of a reflex-
ive domain. The examples of magmas related
to knot theory, given in the previous section,
show that magmas are not just abstract struc-
tures, but are related directly to the properties
of space and topology in the worlds of com-
munication and perception in which we live. 

7. Knot sets, topological 
eigenforms and the left-
distributive magma
We shall use knot and link diagrams to repre-
sent sets. More about this point of view can be
found in the author’s paper “Knot Logic”
(Kauffman 1995). In this notation the
eigenset Ω satisfying the equation

Ω = {Ω}

is a topological curl. If you travel along the
curl you can start as a member and find that
after a while you have become the container.

Further travel takes you back to being a
member in an infinite round. In the topolog-
ical realm, Ω does not have any associated
paradox. This section is intended as an intro-
duction to the idea of topological eigenforms, a
subject that we shall develop more fully else-
where.

Set theory is about an asymmetric relation
called membership. 

We write a ε S to say that a is a member of
the set S. In this section we shall diagram the
membership relation as follows:

This is knot-set notation.
In this notation, if b goes once under a, we

write a = {b}. If b goes twice under a, we write
a = {b, b}. This means that the “sets” are
multi-sets, allowing more than one appear-
ance of a member. For a deeper analysis of the
knot-set structure see (Kauffman 1995).

This knot-set notation allows us to have
sets that are members of themselves, 

and sets can be members of each other.

Here a mutual relationship of a and b is
diagrammed as a topological linking. 

b
a

a

a ε b

Ω

Ω = {Ω}
Ω ε Ω

b

a

a = {b}
b = {a}

a = {b, b}
b = {c, c}
c = {a, a}b

a

c
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to satisfy this equation. It is akin to solving,

by attempting to create a space where “I” can be both myself and inside myself, as is true
of our psychological locus. And this can be solved by an infinite regress of Me’s inside of
Me’s.

In a similar manner, we may solve the equation for J by an infinite nest of boxes

Note that in this form of the solution, layered like an onion, the entire infinite form reenters
its own indicational space. It is indeed a solution to the equation

The solution in the form

is meant to indicate how the form reenters its own indicational space. This reentry notation
is due to G. Spencer-Brown. Although he did not write down the reentering mark itself in
his book Laws of Form, it is implicit in the discussion in chapter 11 of that book.

It is not obvious that we should take infinite regress as a model for the way we are in
the world. Everyone has experienced being between two reflecting mirrors and the
veritable infinite regress that arises at once in that situation. Physical processes can happen
more rapidly than the speed of our discursive thought, and thereby provide ground for an
excursion to infinity.

 

 

 

Fibonacci Form and Beyond 13

to satisfy this equation. It is akin to solving,

by attempting to create a space where “I” can be both myself and inside myself, as is true
of our psychological locus. And this can be solved by an infinite regress of Me’s inside of
Me’s.

In a similar manner, we may solve the equation for J by an infinite nest of boxes

Note that in this form of the solution, layered like an onion, the entire infinite form reenters
its own indicational space. It is indeed a solution to the equation

The solution in the form

is meant to indicate how the form reenters its own indicational space. This reentry notation
is due to G. Spencer-Brown. Although he did not write down the reentering mark itself in
his book Laws of Form, it is implicit in the discussion in chapter 11 of that book.

It is not obvious that we should take infinite regress as a model for the way we are in
the world. Everyone has experienced being between two reflecting mirrors and the
veritable infinite regress that arises at once in that situation. Physical processes can happen
more rapidly than the speed of our discursive thought, and thereby provide ground for an
excursion to infinity.

 

 

 



AAA =

=

=

Hence

The Duplicating Gremlin Creates
The Re-entering Mark.

phase-shifted from the original one by one half-period. The
juxtaposition of the these two waveforms yields a marked state.

...

...
=
=

=

...
...

With this interpretation we would like to keep position  as a rule
about the reentering mark. But we also note, that as a waveform
the reentering mark, taken all by itself, is indistinguishable from its
crossed form.

......=

= (all by itself)
One way to get partially out of this dilemma is to make two
imaginary values i and j, one for each waveform and to have the
following waveform arithmetic:

...

...
=
=

=

...
...i

j

ij

j   = ji   = i

i j= =, ,

,
The waveform arithmetic satisfies occultation and transposition, but
not position. It is similar to the three-values Calculus for Self-
Reference, and has a completeness theorem using these values. This
rich structure is directly related to a class of multiple valued logics
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How does Self-Reference Arise in Language?

Two Fundamental Operations

2.  Indicative Shift.

A  becomes   N(A) ------> A.

A -----> B becomes  #A ------> AB

1. Naming.



HVF

HVF#
HVF

The Indicative Shift

Name:

Shift:



#

N(#) -----> #

#N(#) -----> #N(#)

When the meta-naming operation acquires 
a shifted name, that name refers to itself.



F#

N(F#) -----> F#

#g -----> F#g

A statement F that talks about the 
indicative shift , 

becomes a statement that talks about 
its own name.

g ------> F#



This statement declares its own validity.

Anyone reading this statement will be unable to verify its 
truth.

This statement is false.

If this statement is true then Unicorns exist.

There is no proof of this statement within the 
formal system in which it is written.







A reflexive space S is a space where the points
in S are in 1-1 correspondence with the

mappings of S to itself.



Gx = F(xx)

GG = F(GG)

The Reflexive Existence of Fixed Points
and Self-Reference.

(In a domain where entities are processes and new 
processes become new entities.)

Define:



In a reflexive domain, self-reference
and the logic of self-reference arise 

inevitably and must be taken into account.
All logics and all systems of modeling
that avoid this issue are incomplete

reflections of the whole.



This understanding is only the beginning, 
a first step in the direction of

creating and designing
a reflexive world where the 

world and its models are part of a larger whole 
that is that world.



Imaginary State



The Non-Locality of Impossibility
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A Fixed Point at Infinity



But he has also left the consequence of the question to us. For if the world is a world
of eigenforms and most of them are in time oscillatory, and unstable, must we insist on
stability at the level of our present perception of that world? In principle, there is an
eigenform, but that form leads always outward into larger worlds and new
understanding. In the case of quantummechanics, the whole theory has the appearance
of an elementary exercise, confirming the view point of objects as tokens for
eigenbehaviors in a special case. Heinz leaves us with the conundrum of finding the
more general physical theory that confirms that special case.

This dilemma is itself a special case of the dilemma that Heinz has given us. He said
it himself many times. If you give a person an undecideable problem, the action of that
person in attempting to solve the problem shows who is that person and what is the
nature of his/her creativity.

6. A conversation with Ranulph Glanville
This essay has its beginnings in a conversation with Ranulph Glanville. Ranulph
asked “Does every recursion have a fixed point?”, hoping for a mathematician’s
answer. And I said first, “Well no, clearly not, after all it is common for processes to go
into oscillation and so never come to rest”. And then I said, “On the other hand, here is
the theorem:

Theorem. Every recursion has a fixed point.
Proof. Let the recursion be given by an equation of the form

X0 ¼ FðXÞ

where X0 denotes the next value of X and F encapsulates the function or rule that
brings the recursion to its next step. Here F and X can be any descriptors of actor and
actant that are relevant to the recursion being studied. Now form

J ¼ FðFðFðFð. . .ÞÞÞÞ;

the infinite concatenation of F upon itself.
Then, we see that

FðJÞ ¼ FðFðFðFðFð. . .ÞÞÞÞÞ ¼ J:

Hence, J is a fixed point for the recursion and we have proved that every recursion has
a fixed point. QED A

Ranulph said “Oh yes I remember that! Can I quote your proof?”, and I said
“Certainly, but you will have to make your attribution to Heinz and his paper ‘Objects:
Tokens for (Eigen-)Behaviors’ (von Foerster, 1981b, pp. 274-85), for that is where I
came to appreciate this result, although I first understood it via the book ‘Laws of
Form’ (Spencer-Brown, 1969)”.

And I went on to say that this theorem was in my view a startling magician’s trick
on Heinz’s part, throwing us into the certainty of an eigenform (fixed point)
corresponding to any process and at the same time challenging us to understand the
nature of that fixed point in some context that is actually relevant to the original
ground of conversation. Ranulph agreed, and our e-mails settled back into the usual
background hum.
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Gx = F(xx)

GG = F(GG)

The Reflexive Existence of Fixed Points

(In a domain where entities are processes and new 
processes become new entities.)



We can explore this fixed point theorem from
many angles.

1. The process of F(F(F(F(...F(*))))).
2. The forms that emerge from a process.

3. The symbolic forms that emerge from a process.
4. The discoveries of new forms related to the 

creativity of a process.
5. The nature of process itself.

New X = F(X).
New X = Old X + G(X).

(Conservation Plus Difference in the circularity.)
6. The nature of changing process in the course of

process.



Process and Bios

The next few slides illustrate examples of
what H. Sabelli and LK call biotic process or
bios. These are processes that are created via

bipolar feedback as in 
A(t+1) = A(t) + g Sin(A(t)).

The key point about such recursion is
that there is both conservation (A(t)) is part of 

the production of A(t+1)) and feedback.
The feedback depends non-trivially on the 

previous stage, and it is bipolar.



Bipolar feedback processes of this sort are
fundamental, and they produce more than 

just chaos. They produce highly self-correlated
states that we call bios, as the patterns of bios

occur in many biological situations (such
as the measurement of heartbeat intervals).

Bios occurs in many natural and human circumstances
and is characterized by exhibiting creativity in that 

its reccurence rate is less than random and 
a particular complexity that can be seen in recurrence 

plots and other tests.



More generally, we are concerned with 
fundamental creative process and underlying

principles related to the mathematical concepts of
Order
Algebra

Topology



Order -- Assymetry, Lattice, Time

Algebra - Forms of combination, polarity, yin-yang,
unity of opposites, creation from opposites.

Topology - connection, continuity, change.

Even simple mathematical recursions exhibit 
creativity in this sense. The world is fundamentally 

creative and we partake in that creatvity and diversity.

All processes have 
Action = Energy x Time.



A(t+1) = A(t) + g Sin(A(t))
g(t+1) = g(t) + .001

Process Equation - Kinetic Plot



Recurrence Plot

Y(t+1) = Y(t) + g sin(Y(t))
g = 4.8

Bios



Recurrence Plot

Y(t+1) = Y(t) + g sin(Y(t))
g = 4.63

pre-biotic state



Recurrence Plot

Y(t+1) = Y(t) + g sin(Y(t))
g = 6

Bios



Circle-Line Process



Prime Process: 
A(t+1) = A(t) + Sin(P(t))

P(t) = Number of Prime Numbers Less Than t



Figure 6 - PreBiotic Phase

  

Figure 7 - Transition to Biotic Phase

Figure 6 - PreBiotic Phase

  

Figure 7 - Transition to Biotic Phase

  Figure 8 - Biotic Phase

The next topic we take up is the appearance of the process equation dynamic
seed plot. In the plot below (Figure 9), we use a seed value of A=0.0001 and start
at this value for each choice of g.

Figure 9 -- The Dynamic Seed Plot with Seed = .0001

With the seed near zero we see that zero is an unstable fixed point for the
process from the very beginning. In contrast,  !!!!   is a  mathematical fixed point
at the beginning and we get the dynamic seed plot with transients as shown in
Figure 10.



A reflexive space S is a space 
where the points in S are in 

1-1 correspondence 
with the

mappings of S to itself.

REFLEXIVE SPACE

(A domain where entities are processes and new processes 
become new entities.)



A reflexive space S is a space where the points
in S are in 1-1 correspondence with the

mappings of S to itself.



Theorem. Every F has a fixed point.
(in contexts where entities can act upon themselves)

Proof. Let
gx = F(xx).

Then

gg = F(gg).

QED

Church-Curry Fixed Point Theorem



A reflexive space S is a space where the points
in S are in 1-1 correspondence with the

mappings of S to itself.

r: D                      [D, D]

D = a reflexive space
[D , D] = all mappings from D to D.

a 1-1 correspondence of D and [D, D].

Fixed Point Theorem: If D is a reflexive space and 
T:D         D

    is any mapping from D to D, then there is an A in D
such that T(A) = A.         



Fixed Point Theorem: If D is a reflexive space and 
T:D         D

    is any mapping from D to D, then there is an A in D
such that T(A) = A.         

Proof.  Define a new mapping S by the formula
Sx = T(r(x)x).

S = r(z).
r(z)x = T(r(x)x).
r(z)z = T(r(z)z).
Let A = r(z)z. 

T(A) = A.
QED.



A reflexive space S is a space where the points
in S are in 1-1 correspondence with the

mappings of S to itself.

This definition could be a mathematician’s
conception. This depends upon what you  

might mean by “points” and by “mappings”.

Points have particularity, timelessness. 
Mappings have action, possibly recursion.

A concept has particularity of statement.
The collecting of that which satisfies the concept

has action.



The eigenform (fixed point) always exists, but
it may be imaginary with 
respect to our present

Reality.

If  i = -1/i, 
then

i i = -1.
There is no real number whose 

square is minus one.

1

i

-1

-i
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converges to the positive solution of x2 = x + 1, which is the golden mean, φ = (1+ 5 )/2.
On the other hand, the quadratic equation may have imaginary roots. (This happens

when a2 + 4b is negative.) Under these circumstances, the formal solution does not
represent a real number. For example, if i denotes the square root of minus one, then we can
write

to denote a formal number with the property that

i = –1/i.

Spencer-Brown makes the point that one can follow the analogy of introducing imaginary
numbers in ordinary algebra by introducing imaginary Boolean values in the arithmetic of
logic. An apparently paradoxical equation such as

can be regarded as an analog of the quadratic x = –1/x, and its solutions will be values that
are other that marked or unmarked, other than true or false.

In other words, J can be represented by an infinite form that reenters its own indicational
space.

4.  Infinite Recursive Forms

Constructions involving the mark, suggest that all possible expressions be considered,
including infinite expressions, with no arithmetic initials other than commutativity of
juxtapositions. We shall call such expressions forms. We shall discuss some of the
phenomenology of infinite forms that are described by reentry.

The simplest example of such a form is the reentering mark J, described above. The
next two examples by order of simplicity are,

I call D the doubling form, and F the Fibonacci form.
A look at the recursive approximations to D shows immediately why we have called

it the doubling form (approximations are done in box form):

= -1/(-1/(-1/...)) i = [-1/ ] 

J =  J
 

...
J = =

 

D = =  DD

F = F  F=
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It is natural to define the growth rate m(G) of a form G to be limit of the ratios of
successive depth counts as the depth goes to infinity.

m G G G
n

n n( ) =
→∞ +lim / .1

Then we have m(D) = 2, and m(F) = (1+ 5 )/2, the golden mean.
Finally, here is a natural hierarchy of recursive forms, obtained each from the previous

by enfolding one more reentry.

Given any form G, we define G′ by the formula shown below, so that

This implies that

G′n+1 – G′n = Gn–1.

Thus the discrete difference of the depth series for G′ is (with a shift) the depth series
for G. The sequence J, J′, J″, J!, ... is particularly interesting because:

The depth sequence (J(n))k is equal to the maximal number of divisions of n-dimensional
Euclidean space by k – 1 hyperspaces of dimension n – 1.

We will not prove this result here, but note that J takes the role of a point (dimension zero)
with Jk = 1 for all k, while J′ satisfies J′k+1 = J′k + 1 (k > 0), so that J′k = k – 1 for k > 1. This
is the formula for the number of divisions of a line by k – 1 points.

To think about the divisions of hyperspace, consider an arbitrary collection of
mutually non-parallel lines, no two of which intersect at a point. If a new line is added, it
will cut several existing regions into two regions. The number of new regions is equal to
the number of divisions made in the new line. This is a verbal description of the basic
recursion given above.

 

i = -1/i
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that may appear contradictory in a space may appear without 
paradox in space and time.  
 
This is so with the famous paradoxes such as the Russell set of all 

sets that are not members of themselves.  These are structures 
whose very definition propels them forward into the production of 
new entities that they must include within themselves. They are 
paradoxical in an eternal world and generative in a world of time.  
 
The simplest instance of such an apparent paradox is the equation    
 

J =  J
 

 
taken in the context of Laws of Form.  For if J is equal to the mark, 
then the equation implies that J is equal to the unmarked state, and 
if J is equal to the unmarked state, then the equation implies that it 
is equal to the marked state. 

J = J = =  

J = J = 
 

 
Sometimes one writes 
 
 

J =
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J =

 
 
to indicate that this form reenters its own indicational space. 
 
In Laws of Form  we have the equation 
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where the nothing on the right hand side of the equals sign literally 
means nothing.  Living in this context, we see that the finite 
approximations to the reentering mark will oscillate between the 
values marked and unmarked: 

=

=

=

=

=
  

 
This means that we now have two views of the reentering mark, one 
is purely spatial -- an infinite nest of enclosures.  One is purely 
temporal -- an alternating pattern of marked and unmarked states. 
All sorts of dynamics can occur in between these two extremes and 
this was the subject of Form Dynamics[FD].   
 
There is no paradox when J is seen to oscillate in time. A new state 
has arisen in the form of the reentering mark J.  At this level the 
reentering mark would represent autonomy or autopoiesis [CSR]. It 
represents the concept of a system whose structure is maintained 
through the self-production of its own structure.  This idea of a 
calculus for self-reference, and the production of a symbol for the 
fundamental concept of feedback at the level of second order 
cybernetics captured the imaginations of many people, and it still 
does! Here is the ancient mythological symbol of the worm 
ouroboros embedded in a mathematical, non-numerical calculus. 
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“I am the observed link
between myself

and
observing myself.” (HVF)

a concept of Heinz's own invention [VF]. An eigenform is the
purported fixed point of a recursion. Here the recursion is

R(X) = [ X [ X ] ],

and we have  I = R(I). In applying R  to X you create the observed
link between X  and observing X.  For example if X  is "bird watching".
Then  R(X)  is " the observed link between bird watching and
observing bird watching." If bird watchers have observers watching
them, this would be meaningful. But remarkably, when you apply R
to a self you just get that self back again! The self is an eigenform
for its own operation of splitting itself into  watching  the linkage of
watcher and watched.

Lets be a bit more graphic about this. Let a box around X denote the
condition of observing X.

X  = "observing X"

Then our Heinz equation becomes the graphic eigenform below.

I =   I    I

I call this eigenform the Fibonacci Form [SRF,FF] because it generates
the famous Fibonacci number series:

1, 1, 2, 3, 5, 8, 13, 21, 34, 55, 89, 144, 233, 377, ...

Each number is the sum of the previous two numbers.
To see how our form of   I  is related to the Fibonacci numbers we
re-enter I into itself infinitely. Lets do this one step at a time.
Take our equation for I and use it to replace each I  on the right
hand side. We get the following new equation for I .

I    I I    II =

Doing this one more time, we get an even "deeper" equation for I .

contexts through the personal and interpersonal construction of
selves. Self, in the quote of Heinz von Foerster, is an observed link
between self and observation, and  in this link can arise all the
contents of an individual world. We each reflect ourselves and we
reflect all the others in a dance of light that is the production of the
world and the seeing of our universe.

In dividing itself up into a part that sees and a part that is seen, the
Universe plays hide and seek with itself in a Golden Ratio of
Creation. Tat Tvam Asi.

II. Algebra, Diagrammatics, Encoding and Decoding
Lets begin by making a diagrammatic notation for observing and
being observed.

I shall let [X]  denote the phrase "X is observed."

[X] = "X is observed".

Let XY  denote "the link between X and Y".

XY  = "the link between X and Y".

We are making a kind of algebra out of language. One could go on
and code all of the English language into algebra. But I am
afraid the algebra would become even more complex than English,
so we will stop here, and see that it is enough to encode the Heinz
sentence. It is enough!

Consider the following cryptic expression:

I = [ I [ I ] ].

This little cryptogram says " I am (i.e. I equal) the observing of the
link between I and observing I."  This is just another way to say
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So we have done it. We have encoded the Heinz sentence as an
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Now why say hooray? Well, for one thing this formula shows that
Heinz definition of self can indeed be regarded as an eigenform ,
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“I am a Fibonacci Form!”
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It is getting a bit complicated here, and you could imagine taking
this construction off to infinity. Then all the I 's inside would
disappear off to infinity, you would have a beautiful infinite nest of
rectangles.

Now lets look at how the form divides itself
up into boxes as we descend into it. On the outside there is one
space, and there is one space when we cross the first outer
boundary. But then two boundaries present themselves making two
spaces at depth two (depth two means two inward crossings from
the outside). Now look closely and you will see that there are three
spaces at depth three and five spaces at depth four. And that is as
far as you can count in the representation we have drawn. But
one, one, two, three , five is the beginning of the Fibonacci series
and it really does continue in this way!

In the next section we explain this aspect in more detail.

IV. Infinite Recursive Forms
For the purpose of this section I shall write the Fibonacci form in the
following way:

F = F  F=

Boxes have been replace by angle brackets and this makes the
reentry notation easier to draw.

Given any forms G  and  H , we define G n  to be the number of
divisions of G  at depth n .  We then have the basic formulas:

The number of divisions of
the Fibonaaci Form at 

depth N is the
N-th Fibonacci number.



F = F F A Fibonacci Form
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We see from looking at the approximations, that the number of divisions of D doubles at
each successive depth beyond depth zero. Letting Dn denote the number of divisions of D
at depth n, we see that Dn = 2n–1.

Given any forms G and H, we define Gn to be the number of divisions of G at depth
n. We have the basic formulas:

In the case of the Fibonacci form, we have

Thus

For the Fibonacci form, Fn+1 = Fn + Fn–1 with F0 = F1 = 1. The depth counts in this form
are the Fibonacci numbers,

1, 1, 2, 3, 5, 8, 13, 21, 34, 55, 89, 144, ...

with each integer the sum of the preceding two integers.

... ... ... ... ... ... ... ...
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F = F F=

F F F F=
 

F FFn+1 =
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Fibonacci Form and Beyond 3

It is well-known that the process of cutting off squares can be continued to infinity if
we start with a rectangle that is of the size φ × 1 where φ is the golden mean φ = (1+ 5 )/2.

This is not surprising. Such a process will work when the new rectangle is similar to
the original one, i.e.,

W/(L – W) = L/W.

Taking W = 1, we find that 1/(L – 1) = L, whence L2 – L – 1 = 0, whose positive root is the
golden mean.

It is also well-known that is the limit of successive ratios of Fibonacci numbers with
1 < 3/2 < 8/5 < 21/13 < ... < φ < ... < 13/8 < 5/3 < 2.

Fig. 2.  Characterizing the golden ratio.

Fig. 1.  The Fibonacci rectangles.

We ask:
Is there any other proportion for a rectangle, other than the Golden Proportion, that

will allow the process of cutting off successive squares to produce an infinite paving of the
original rectangle by squares of different sizes? The answer is: No!

Theorem.
The only proportion that allows the pattern of cutting off successive squares to

produce an infinite paving of the original rectangle by squares of different sizes is the
golden ratio.

The Golden Rectangle
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Self-Mutuality and Fundamental Triplicity

Trefoil as self-mutuality.
Loops about itself.

Creates three loopings
In the course of

Closure.



Patterned Integrity

The knot is information independent
of the substrate that carries it.



Arithmetic of  Knots



A Wild Proof that You Cannot Cancel Knots
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replication loops

DNA
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DNA

topo I

topo II
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Figure 1 - DNA Replication

In logic there is a level beyond the simple copying of symbols that contains a
non-trivial description of self-replication. The (von Neumann) schema is as follows:
There is a universal building machine B that can accept a text or description
x (the program) and build what the text describes. We let lowercase x denote
the description and uppercase X denote that which is described. Thus B with
x will build X. The building machine also produces an extra copy of the text
x. This is appended to the production X as X, x. Thus B, when supplied with
a description x, produces that which x describes, with a copy of its description
attached. Schematically we have the process shown below.

  � �  
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B, x −→ B, x; X,x

Self-replication is an immediate consequence of this concept of a universal building
machine. Let b denote the text or program for the universal building machine.
Apply B to its own description.

B, b −→ B, b;B, b

The universal building machine reproduces itself. Each copy is a universal building
machine with its own description appended. Each copy will proceed to reproduce
itself in an unending tree of duplications. In practice this duplication will continue
until all available resources are used up, or until someone removes the programs or
energy sources from the proliferating machines.

It is not necessary to go all the way to a universal building machine to establish
replication in a formal system or a cellular automaton (See the epilogue to this paper
for examples.). On the other hand, all these logical devices for replication are based
on the hardware/software or Object/Symbol distinction. It is worth looking at the
abstract form of DNA replication.

DNA consists in two strands of base-pairs wound helically around a phosphate
backbone. It is customary to call one of these strands the “Watson” strand and
the other the “Crick” strand. Abstractly we can write

DNA =< W |C >

to symbolize the binding of the two strands into the single DNA duplex. Replication
occurs via the separation of the two strands via polymerase enzyme. This separation
occurs locally and propagates. Local sectors of separation can amalgamate into
larger pieces of separation as well. Once the strands are separated, the environment
of the cell can provide each with complementary bases to form the base pairs of
new duplex DNA’s. Each strand, separated in vivo, finds its complement being
built naturally in the environment. This picture ignores the well-known topological
difficulties present to the actual separation of the daughter strands.

The base pairs are AT (Adenine and Thymine) and GC (Guanine and Cyto-
sine). Thus if

< W | =< ...TTAGAATAGGTACGCG...|
then

|C >= |...AATCTTATCCATGCGC... > .

Symbolically we can oversimplify the whole process as

< W | + E −→< W |C >= DNA

E + |C >−→< W |C >= DNA

< W |C >−→< W | + E + |C >=< W |C >< W |C >

Either half of the DNA can, with the help of the environment, become a full DNA.
We can let E −→ |C >< W | be a symbol for the process by which the environment
supplies the complementary base pairs AG, TC to the Watson and Crick strands.
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Self Replication Schematic

DNA is a Self-Replicating EigenForm
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In the end we arrive at a summary formalism, a chapter in boundary mathe-
matics (mathematics using directly the concept and notation of containers and
delimiters of forms - compare [3] and [11]) where there are not only containers
<>, but also extainers >< – entities open to interaction and distinguishing
the space that they are not. In this formalism we find a key for the articulation
of diverse relationships. The boundary algebra of containers and extainers is
to biologic what boolean algebra is to classical logic. Let C =<> and E =><
then EE =><><=> C < and CC =<><>=< E > Thus an extainer pro-
duces a container when it interacts with itself, and a container produces an
extainer when it interacts with itself.

The formalism of containers and extainers is a chapter in the foundations
of a symbolic language for shape and interaction. With it, we can express
the form of DNA replication succinctly as follows: Let the DNA itself be
represented as a container

DNA =<> .

We regard the two brackets of the container as representatives for the two
matched DNA strands. We let the extainer E =>< represent the cellular
environment with its supply of available base pairs (here symbolized by the
individual left and right brackets). Then when the DNA strands separate, they
encounter the matching bases from the environment and become two DNA’s.

DNA = <>−→< E >−→<><> = DNA DNA.

Life itself is about systems that search and learn and become. Perhaps a little
symbol like E =>< with the property that EE =><>< produces containers
<> and retains its own integrity in conjunction with the autonomy of <> (the
DNA) could be a step toward bringing formalism to life.

These concepts of concatenation of extainers and containers lead, in Section
6, to a new approach to the structure of and generalizations of the Temperley
Lieb algebra. In this Section we discuss how projectors in the Temperley Lieb
algebra can be regarded as topological/algebraic models of self-replication,
and we take this point of view to characterize multiplicative elements P of the
Temperley Lieb algebra such that PP = P. What emerges here is a topological
view of self-replication that is different in principle from the blueprint-driven
self-replications of logic and from the environmentally driven self-replication
described above as an abstraction of DNA action. This topological replication
is a direct descendant of the fact that you can get two sticks from one stick
by breaking it in the middle. Here we obtain more complex forms by allowing
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We regard the two brackets of the container as representatives for the two
matched DNA strands. We let the extainer E =>< represent the cellular
environment with its supply of available base pairs (here symbolized by the
individual left and right brackets). Then when the DNA strands separate, they
encounter the matching bases from the environment and become two DNA’s.

DNA = <>−→< E >−→<><> = DNA DNA.

Life itself is about systems that search and learn and become. Perhaps a little
symbol like E =>< with the property that EE =><>< produces containers
<> and retains its own integrity in conjunction with the autonomy of <> (the
DNA) could be a step toward bringing formalism to life.

These concepts of concatenation of extainers and containers lead, in Section
6, to a new approach to the structure of and generalizations of the Temperley
Lieb algebra. In this Section we discuss how projectors in the Temperley Lieb
algebra can be regarded as topological/algebraic models of self-replication,
and we take this point of view to characterize multiplicative elements P of the
Temperley Lieb algebra such that PP = P. What emerges here is a topological
view of self-replication that is different in principle from the blueprint-driven
self-replications of logic and from the environmentally driven self-replication
described above as an abstraction of DNA action. This topological replication
is a direct descendant of the fact that you can get two sticks from one stick
by breaking it in the middle. Here we obtain more complex forms by allowing

E is the “environment”.
E is replaced by  ><.

 <> is a Container,
 >< is an Extainer.

Each produces the Other.

<><> = <  ><  >
>< >< = ><><



 <> is a Container,
 >< is an Extainer.

Each produces the Other.

<><> = <  ><  >
>< >< = ><><



P = ><,   Q = ][

PQP = > <][> < = <][> >< = <][> P

PP = ><>< = <> >< = <> P

QQ = ] [] [ = [] ][ = [] Q

QPQ = ] [><] [ = [><] ][ = [><] Q

Temperley-Lieb Relations Arise 
Naturally in an Algebra of Projectors

<> Container
> <  Extainer



Topological Replication





  

Figure 1 - A knot diagram.

I

II

III

Figure 2 - The Reidemeister Moves.

That is, two knots are regarded as equivalent if one embedding can be ob-
tained from the other through a continuous family of embeddings of circles

4

Reidemeister Moves 
reformulate knot theory in 

terms of graph 
combinatorics.



dimension. After that invention, it turned out that the diagrams
represented knotted and linked curves in space, a concept far
beyond the ken of those original flatlanders.

Set theory is about an asymmetric relation called membership.
We write a  ε  S  to say that a is a member of the set S. And we are
loathe to allow a to belong to b, b to belong to a (although there is
really no law against it). In this section we shall diagram the
membership relation as follows:

a
b

a

a bε

The entities a  and b that are in the relation a εεεε  b are diagrammed as
segments of lines or curves, with the a -curve passing underneath the
b -curve.  Membership is represented by under-passage of curve
segments.  A curve or segment with no curves passing underneath it
is the empty set.

{   }

{ {  }  }

{   }

Knot Sets
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Knot Sets

Crossing 
as Relationship

In the diagram above, we indicate two sets. The first (looking like the
mark) is the empty set. The second, consisting of a mark crossing
over another mark, is the set whose only member is the empty set.
We can continue this construction, building again the von Neumann
construction of the natural numbers in this notation:

{ {} {{}} }

{ {} {{}} {{} {{}}} }

{}

{{}}

This notation allows us to also have sets that are members of
themselves,

a aε

a

a = {a}
and sets can be members of each other.

a

b
a={b}
b={a}

Mutuality is diagrammed as topological linking. This leads the
question beyond flatland: Is there a topological interpretation for this
way of looking at set-membership?

Consider the following example, modified from the previous one.

b
a

a = {}
b = {a,a}

b

a
a={}
b={}

topological
equivalence

The link consisting of a  and b  in this example is not topologically
linked. The two components slide over one another and come apart.
The set a remains empty, but the set b changes from b = {a,a} to
empty. This example suggests the following interpretation.

Self-
Membership

Mutuality
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Each new level collects all that has gone before.



Already this is a solution to the Russell 
Paradox.

Each new set comes in the demand to 
write down sets

that have not themselves as members. 
The demand is never met and the 

creation process continues.
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The Counting Process
 Never Stops



130 Constructivist Foundations

Reflexivity and Eigenform
Louis H. Kauffman

Define a * a = a, b * b = b and c * c = c.
And define a * b = c = b * a, a * c = b = c * a
and b * c = a = c * b. 

In other words, each element combines
with itself to produce itself, and any pair of
distinct elements combine to produce the
remaining element that is different from
either of them. The reader can verify that TRI
is indeed a magma. For example, 

a * (b * c) = a * (a ) = a
(a * b) * (a * c) = (c) * (b) = a.

Note also that the multiplication in this
magma is not associative:

a * (a * b) = a * c = b
(a * a) * b = a * b = c.

We will return to this magma in the next
section and see that TRI is intimately related
to the simplest knot, the trefoil knot.

Another example to think about is OM,
the free magma generated by one element J.
Here we consider all possible expressions and
ways that b can combine with itself and with
other elements generated from itself.
Remarkably, the free magma is an infinitely
complex structure. For example, note the fol-
lowing consequences of the distributive law
(here using XY instead of X * Y):

J(JJ) = ((JJ)(JJ)) 
= ((JJ)J)((JJ)J)

= (((JJ)J)(JJ))(((JJ)J)J)).

In the free magma an infinite structure is
generated from one element and all its pat-
terns of self-interaction.

Suppose further that we assume that every
structure-preserving mapping of the magma
M is represented by an element of the magma
M. This will place us in the position of creat-
ing from the magma something like a reflex-
ive domain. 

In the next section we shall see that mag-
mas arise very naturally in the topology of
knots and links in three-dimensional space.
This is an excellent way to think about them,
and it provides a way to think about reflexiv-
ity in terms of topology. Here we take an
abstract point of view and see when the struc-
ture-preserving nature of elements of a
magma leads to the analog of a reflexive
domain.

I shall call a magma M reflexive if it has the
property that every structure-preserving
mapping of the algebra is realized by an ele-

ment of the algebra and (x * x) * z = x * z for
all x and z in M. 

A special case of this last property would
be where x * x = x for all x in M. We shall see
this property come up in the knot theoretic
interpretations of the next section.

Suppose that M is a reflexive magma. Does
M satisfy the fixed point theorem? We find
that the answer is, yes.

Fixed Point Theorem for Reflexive Magmas.
Let M be a reflexive magma. Let F: M → M be
a structure-preserving mapping of M to itself.
Then there exists an element b in M such that
F(p) = p.

Proof. Let F: M → M be any structure-pre-
serving mapping of the magma M to itself.
This means that we assume that F(x * y) =
F(x) * F(y) for all x and y in M. 

Define G(x) = F(x * x) and regard G: M →
M. Is G structure preserving? We must com-
pare G(x * y) = F((x * y) * (x * y)) = F(x * (y *
y)) with G(x) * G(y) = F(x * x) * F(y * y) =
F((x * x) * (y * y)).

Since (x * x) * z = x * z for all x and z in M,
we conclude that G(x * y) = G(x) * G(y) for all
x and y in M.

Thus G is structure preserving and hence
there is an element g of M such that G(x) =
g * x for all x in M. Therefore we have g * x =
F(x * x), whence g * g = F(g * g). For p = g * g,
we have p = F(p). This completes the proof.

Q.E.D.
This analysis shows that the concept of a

magma is very close to our notion of a reflex-
ive domain. The examples of magmas related
to knot theory, given in the previous section,
show that magmas are not just abstract struc-
tures, but are related directly to the properties
of space and topology in the worlds of com-
munication and perception in which we live. 

7. Knot sets, topological 
eigenforms and the left-
distributive magma
We shall use knot and link diagrams to repre-
sent sets. More about this point of view can be
found in the author’s paper “Knot Logic”
(Kauffman 1995). In this notation the
eigenset Ω satisfying the equation

Ω = {Ω}

is a topological curl. If you travel along the
curl you can start as a member and find that
after a while you have become the container.

Further travel takes you back to being a
member in an infinite round. In the topolog-
ical realm, Ω does not have any associated
paradox. This section is intended as an intro-
duction to the idea of topological eigenforms, a
subject that we shall develop more fully else-
where.

Set theory is about an asymmetric relation
called membership. 

We write a ε S to say that a is a member of
the set S. In this section we shall diagram the
membership relation as follows:

This is knot-set notation.
In this notation, if b goes once under a, we

write a = {b}. If b goes twice under a, we write
a = {b, b}. This means that the “sets” are
multi-sets, allowing more than one appear-
ance of a member. For a deeper analysis of the
knot-set structure see (Kauffman 1995).

This knot-set notation allows us to have
sets that are members of themselves, 

and sets can be members of each other.

Here a mutual relationship of a and b is
diagrammed as a topological linking. 

b
a

a

a ε b

Ω

Ω = {Ω}
Ω ε Ω

b

a

a = {b}
b = {a}

a = {b, b}
b = {c, c}
c = {a, a}b

a

c



A 
belongs to A.

A does not
belong to A.

Topological Russell (K)not Paradox



a
b

c
d

a = {b}
b = {a, c}
c = {b, d}
d = {c}

In the diagram above, a chain link becomes a linked chain of knot-
sets. But consider the link shown below.

a

bc

a = {b,b}
b = {c,c}
c = {a,a}

The Borrommean Rings
These rings are commonly called the Borromean Rings. The Rings
have the property that if you remove any one of them, then the
other two are topologically unlinked. They form a topological
tripartite relation. Their knot-set is described by the three equations

a = {b,b}
b = {c,c}
c = {a,a}.

Thus we see that this representative knot-set is a "scissors-paper-
stone" pattern. Each component of the Rings lies over one other
component, in a cyclic pattern. But in terms of the equivalence
relation on knot sets that we have used, the knot set for the Rings is
empty (by pair cancellation)!

The example of the Borrommean Rings suggests that we should
generalize the notion of knot-sets so that the Rings represent a non-
trivial "set" in this generalization. The generalization should also be
invariant under the Reidemeister moves.
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A B C

A = {B}

B= {C}

C = {A}

Borromean Braid

A B C

A = {B}

B= {C}

C = {A}

Borromean Braid



a

b

a={b}

b={a}
 

 
Mutuality is diagrammed as topological linking. This leads the 
question beyond flatland: Is there a topological interpretation for 
this way of looking at set-membership?  
 
Consider the following example, modified from the previous one. 
 

b
a

a = {}

b = {a,a}

b

a

a={}

b={}

topological

equivalence

 
 
The link consisting of a and b in this example is not topologically 
linked. The two components slide over one another and come apart. 
The set a remains empty, but the set b changes from b = {a,a} to 
empty. This example suggests the following interpretation. 

Knot Sets are
“Fermionic”.

Identical elements
cancel in pairs.

(No problem with
invariance

under third
Reidemeister move.)



a = {a, a, a}
a = {}

 
 
We are happy that many topologically non-trivial links correspond 
to non-trivial knot-sets. 
 

a

b

c

d

a = {b}

b = {a, c}

c = {b, d}

d = {c}
 

 
In the diagram above, a chain link becomes a linked chain of knot-
sets. But consider the link shown below. 

a

bc

a = {b,b}
b = {c,c}
c = {a,a}

The Borrommean Rings
 

These rings are commonly called the Borromean Rings. The Rings 
have the property that if you remove any one of them, then the 
other two are topologically unlinked. They form a topological 
tripartite relation. Their knot-set is described by the three equations 
 

Knot sets do not know knots.
But they do provide a non-standard 

model for sets.



The Next Step - An Algebra of Boundaries



Algebra of Discrimination

A and B are distinct.
The distinction is reflected by

A*B is neither A nor B.

A
B

C = A*B

A*B = B*A = C
A*C = C*A = B
B*C = C*B = A

X*X = X
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Here are the Borromean Rings. The Rings
have the property that if you remove any one
of them, then the other two are topologically
unlinked. They form a topological tripartite
relation. Their knot-set is described by the
three equations in the diagram.

Thus we see that this representative knot-
set is a “scissors-paper-stone” pattern. Each
component of the Rings lies over one other
component, in a cyclic pattern. 

Remark. The connection between this for-
malism and epistemic logic (Hintikka 1962)
should be further explored. In epistemic logic
the basic expressions are of the form KaKbp
(“a knows that b knows that p”). 

One specific thing to explore is the prob-
lem of common knowledge, which can only
be reduced to an infinite number of K’s as in 

E = KaKbKaKbKaKb…

denoting that “a knows that b knows that a
knows that…”

We can write this as 

E = KaF

F = KbE 

indicating that

E = “a knows F”

F = “b knows E.”

Together these statements indicate com-
mon knowledge or mutuality for a and b.
Conversely, we can take the linked sets A = {B}
and B = {A} as a statement of common knowl-
edge.

Another avenue that should be explored is
the relationship between knot set theory and
Aczel’s theory of self-referential and non-
wellfounded sets (Aczel 1988) and the related
treatment by Barwise and Moss (1996).

Quandles and 
colorings of knot diagrams
There is an approach to studying knots and
links that is very close to our knot sets, but
starts from a rather different premise.

In this approach each arc of the diagram
receives a label or “color.” An arc of the dia-
gram is a continuous curve in the diagram
that starts at one undercrossing and ends at
another undercrossing. For example, the tre-
foil diagram in the following illustartion has
three arcs.

Each arc corresponds to an element of a
“Trefoil Color Algebra” IQ(T), where T
denotes the trefoil knot. The algebra is gener-
ated by colors a, b and c with the relations

a * a = a, 
b * b = b, 
c * c = c, 

a * b = b * a = c, 
b * c = c * b = a, 
a * c = c * a = b.

Each of these relations in the diagram
above is a description of one of the crossings
in T. The full set of relations describes the col-
oring rules for an algebra that contains these
relations and allows any two elements to be
combined to a third element. This three-ele-
ment algebra is particularly simple. If two col-
ors are different, they combine to form the
remaining third color. If two colors are the
same, they combine to form the same color.

When we take an algebra of this sort, we
want its coloring structure to be invariant
under the Reidemeister moves (illustrated
below). 

This means that when you make a new dia-
gram from the old diagram by a topological
move, the resulting new diagram inherits a
unique coloring from the old diagram. Then
one can see from this that the trefoil must be
knotted since all diagrams topologically
equivalent to it will carry three colors, while an
unknotted diagram can carry only one color.

As the next diagram shows, invariance of
the coloring rules under the Reidemeister
moves implies the following global relations
on the algebra:

x * x = x
(x * y) * y = x

(x * y) * z = (x * z) * (y * z)

for any x, y and z in the algebra (set of colors)
IQ(T).

An algebra that satisfies these rules is called
an Involutory Quandle (Kauffman 1995),
hence the initials IQ. Perhaps the most
remarkable property of the quandle is its
right-distributive law corresponding to the
third Reidemeister move, as illustrated below.
The reader will be interested to observe that in
a multiplicative group G, the following oper-
ation satisfies all the axioms for the quandle:
g * h = hg–1h.

In an additive and commutative version of
this axiom we can write a * b = 2b – a. Here
the models that are most useful to the knot
theorist are to take a and b to be elements of
the integers Z or elements of the modular
number system Z / dZ = Zd for some appro-
priate modulus d. The knot being analyzed
restricts the modular possibilities. In the case
of the trefoil knot the only possibility is d = 3,
and in the case of the Figure Eight knot
(shown after the Reidemeister moves below)
the only possibility is d = 5.

This analysis then shows that there cannot
be any sequence of Reidemeister moves con-
necting the Trefoil and the Figure Eight. They
are distinct knot types.

y

z

x

z = x * y

b

a

c

b = a * c
c = b * a
a = c * b

T

x * x x

xx

x

x * x = x

I.

x

xy

(x * y) * y

x * y x

(x * y) * y = x

II.

y z

x (x * z) * (y * z)

x * z
y * z

x * y
x (x * y) * z

y * z

(x * y) * z = (x * z) * (y * z)

III. y z



Self-Mutuality and Fundamental Triplicity



*
1*
111*

311*

13211*

111312211*

311311222111*

1321132132311*

11131221131211131213211*

Describing Describing



6.1 Audio-activity and the social context
I kept thinking about that question, and wondering about finding a good mathematical
example. Then I remembered learning about the “audio-active sequence” of numbers
from Conway (1985). This is a number sequence that begins as:

1; 11; 21; 1211; 111221; 312211; 13112221; 1113213211; . . .

Can you find the next number in the sequence? If you read them out loud, the
generating idea becomes apparent

one; one one; two ones; one two; one one; . . .

Each term in the sequence is a description of the digits in the previous member of the
sequence. The recursion goes back and forth between number and description of
number. What happens as this recursion goes on and on?

Here is a bit more of it:

1
11
21
1211
111221
312211
13112221
1113213211
31131211131221
13211311123113112211
11131221133112132113212221
31132221232112111312211312113211
13211332111213122112311311222113111221131221

Now you can begin to see that there is a approach to a triple of infinite sequences, each
describing the next, with the first describing the last. This triple is the limiting
condition of the audio-active sequence. In one sense the audio-active sequence oscillates
among these three sequences (in the limit), and yet in another sense this triplet of
infinite sequences is the eigenform in back of the audio-activity!

A ¼ 11131221131211132221. . .

B ¼ 3113112221131112311332. . .

C ¼ 132113213221133112132123. . .

The triple of infinite sequences are built by continually cycling the self-description
through the three sequences. This leads to a definite and highly unpredictable buildup
of the three infinite sequences,A, B, and C such that B describesA, C describes B and
A describes C! (Figure 5).

This triplication is the eigenform for the recursion of the audio-active sequence. The
triplicate mutual description is the “fixed point” of this recursion. With this example,
we begin to see the subtlety of the concept of an eigenform, and how it may apply to
diverse human situations. For indeed imagine the plight of three individual human
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beings Alice, Bob and Carol who each take on the task to describe another, with Bob
describing Alice, Carol describing Bob and Alice describing Carol. In the mutual round
of their descriptions they may converge on a mutual agreement as do the triplet of
audio-active sequences (in the limit). Yet, it may take some coaxing to bring forth the
agreement and some creativity as well. More complex social situations will be beyond
calculation, and yet, the principles of the interaction, the possibility of eigenforms will
apply. The concept is powerful and important to consider, particularly when one is
faced with the incalculable nature of complex interaction.

7. Generation of objects
The true question about an object is: How is it generated?

The false question about an object is: What is its classification?
Take a mathematical case in point. Let R be the set of all sets that are not members

of themselves. (Russell’s famous paradoxical set.) We symbolize R as follows.
Let AB denote the condition that B is a member of A.
Define R by the equation

RX ¼,XX

which says X is a member of R means that it is not the case that X is a member of X.
From this we reach the paradox at once. Substitute R for X you obtain:

RR ¼,RR

R is a member of R means that it is not the case that R is a member of R.
Something curious has happened. We attempt to classify R by finding if it was or

was not a member of itself and we are led into a round robin that oscillates between
membership and nonmembership. Classification creates trouble.

Ask how R is generated.
We start with some sets we know. For example, the empty set is not a member of

itself, neither is the set of all cats. So a first approximation to R could be

R1 ¼ { { }; Cats};

where Cats denote the set of all cats (Cats is not a cat.). Now we note that R1 is also
not a member of itself. So we have to add R1 to get a better approximation R2.

R2 ¼ { { }; Cats; { { }; Cats} }:

But R2 is also not a member of itself and so we would have to add R2 and keep on with
this as well as throwing in other sets that come along and are normal. A set is normal if
it is not a member of itself.

Figure 5.
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domain of real numbers usually assumed in working with numerical recursions. This
last example is worth comparing with the infinite nest of boxes. If we ask for a fixed
point for FðxÞ ¼ 2þ 1=x we are asking for an x such that x ¼ 2þ 1=x: Hence we
ask for x such that x *x ¼ 2xþ 1; a solution to a quadratic equation. And one
verifies that ð1þ Sqrtð2ÞÞð1þ Sqrtð2ÞÞ ¼ 2ð1þ Sqrtð2ÞÞ þ 1: Hence x ¼ 1þ
Sqrtð2Þ is an example of a fixed point for F(x).

On the other hand, following the proof of the theorem, we find that

J ¼ FðFðFð. . .ÞÞÞ ¼ 2þ 1=ð2þ 1=ð2þ 1=ð2þ %%%ÞÞÞ;
an infinite continued fraction that formally satisfies the equation J ¼ FðJÞ: In this case,
we can make numerical sense of the infinite construction. In general, we are challenged
to find a context in which the infinite concatenation of the operator makes sense.

The place where this sort of construction reaches a conceptual boundary is
met in dealing with all solutions to a quadratic equation. There we can begin
with the equation x *x ¼ axþ b with roots x ¼ ðaþ Sqrtða * aþ 4bÞÞ=2 and
x ¼ ða2 Sqrtða * aþ 4bÞÞ=2: If ða * aþ 4bÞ , 0 then the roots are imaginary.
On the other hand, we can rewrite the quadratic (dividing by x for x not zero) as
x ¼ aþ b=x ¼ fðxÞ:

Associating to this form of the quadratic the eigenform

E ¼ fðfðfðfð. . .ÞÞÞÞ;
we have

E ¼ aþ 1=ðbþ 1=ðaþ 1=ðbþ %%%ÞÞÞ with fðEÞ ¼ E:

Thus, E is a formal solution to the quadratic equation, and the consecutive terms

E1 ¼ a; E2 ¼ aþ 1=b; E3 ¼ aþ 1=ðbþ 1=aÞ; . . .
will converge to one of the roots when the roots are real, but will oscillate with no
convergence when the roots are imaginary. Nevertheless, this series and its associated
eigenform are very closely related to the complex solutions, and the eigenform provides
a conceptual center for the investigation of these relationships (Kauffman 1987, 1994).

We end this section with one more example. This is the eigenform of the Koch
fractal (Kauffman, 1987). In this case, one can symbolically write the eigenform
equation

K ¼ K{K K}K

to indicate that the Koch Fractal re-enters its own indicational space four times (i.e. it is
made up of four copies of itself, each one-third the size of the original). The curly
brackets in the center of this equation refer to the fact that the two middle copies within
the fractal are inclined with respect to one another and with respect to the two outer
copies. Figure 3 shows the geometric configuration of the re-entry.

In the geometric recursion, each line segment at a given stage is replaced by four
line segments of one-third its length, arranged according to the pattern of re-entry as
shown in Figure 3. The recursion corresponding to the Koch eigenform is shown in
Figure 4. Here we see the sequence of approximations leading to the infinite
self-reflecting eigenform that is known as the Koch snowflake fractal.
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Five stages of recursion are shown. To the eye, the last stage vividly illustrates how the
ideal fractal form contains four copies of itself, each one-third the size of the whole. The
abstract schema

K ¼ K{K K}K

for this fractal itself can be iterated to produce a “skeleton” of the geometric recursion:

Figure 3.
Geometric configuration of
the re-entry

Figure 4.
Recursion corresponding
to the Koch eigenform
which leads to the infinite
self-reflecting eigenform
(Koch snowflake fractal)
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Five stages of recursion are shown. To the eye, the last stage vividly illustrates how the
ideal fractal form contains four copies of itself, each one-third the size of the whole. The
abstract schema

K ¼ K{K K}K

for this fractal itself can be iterated to produce a “skeleton” of the geometric recursion:

Figure 3.
Geometric configuration of
the re-entry

Figure 4.
Recursion corresponding
to the Koch eigenform
which leads to the infinite
self-reflecting eigenform
(Koch snowflake fractal)
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The Framing of
Imaginary Space.
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It is generally thought that the miracle of being able to recognize an object arises in
some simple way from the assumed existence of the object and the action of our perceiving
systems. What must be understood is that this act of cognition is a fine tuning to the point
at which the action of the perceiver, and the perception of the object are indistinguishable.
Such tuning requires an intermixing of the perceiver and the perceived that goes beyond
description. Yet in terms of mathematical entities such as number or fractal pattern, part of
the process is slowed down to the point where we can begin to apprehend it. There is a
stability in the comparison, in the one-to-one correspondence that is a process happening
at once in the present time. The closed loop of perception occurs in the eternity of present
individual time. Each such process depends upon linked and ongoing eigenbehaviors and
yet is seen as simple by the perceiving mind.

6.  Fibonacci Particles

Think of the Spencer-Brown mark as an “elementary particle” that has two modes of
interaction. Two marks can interact to produce either one mark or nothing.

 

Fractal
Re-entering

Mark





DX=10*(Y-X)
DY=X*(28-Z)-Y

DZ=X*Y-2.666*Z

Lorenz EigenForm



THE INDICATIVE SHIFT

14. The form of names
The simplicity of a thought, the apparent clarity of distinction is mirrored in the sort of
eigenforms that come from the Church-Curry realm as described in the last section.
Consider a linguistic example. Each person has a name (at least one). In the course of
time we are introduced to people and come to know their names. We know that name
not as an item to look up about the person (and this applies to certain objects as well)
but as a direct property of the person. That is, if I meet Heinz he appears to me as
Heinz, not as this person with certain characteristics, whose name I can find in my
social database if I care to do so. It is like this only when we are first introduced.
At the point of introduction there is this person and there is his name separate from
him. Once learned, the name is shifted and occurs in space right along with the person.
Heinz and his name are in the same cognitive space which is also in the same place as
the apparent physical space. We can observe this shifting process in the course of
learning a name. We can also observe how physical and cognitive spaces are
superimposed. The many classical optical illusions illustrate these matters vividly.

Now we have Heinz with his name inseparable from his presence, and this is true
even if he is not physically present, for the shift has occurred and will not be undone.
But we also have his name Heinz separate from him, and able to be pinned upon
another. And we have his name not quite separate from him, but rather this Heinz is
the name of the name we have attached to him! This is Heinz’s metaname. How do we
distinguish among all these different names for Heinz? We use the same symbols for
them, yet they are different. Let us choose a way to indicate the differences. We start
with the reference.

Heinz!!Cybernetic Magician

(The arrow will indicate that the entity on the left is the name of the entity on the right.)
We get to know him and shift the reference.

#Heinz!!Cybernetic Magician Heinz

Now the name is in the cognitive space of Heinz, and the metaname #Heinz refers to
that conjunction. We shall call this the indicative shift.

name!! object

#name!! object name

The indicative shift occurs, constantly weaving the apparent external reality with the
linguistic reality.

Self-reference occurs when one calls up (names) the metanaming operator.
At first the metanaming operator is not marked and no name has been chosen for it.

But then its name is chosen (as #). We have:

# !!
That is, # refers at first to the singular place where there is an absence of naming, a
void in the realm of distinctions.

Then the shift occurs. We have the reference of the meta-naming operator to itself
(as the operator enters a space formerly void!).
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# 
# # # 

# # # # # # 
Eigenvalue Occurs 

At the Third Departure from Void.

A                    B
#A                    BA



HVF

HVF#
HVF

The Indicative Shift



HVF

"HVF"

"#HVF"

After

Before



M #

# M # M 

# is the operation of observing.
#M             #M 

is the act of observing observing. 

“ I am the 
Observed link

Between myself
And

Observing myself.”



Goedelian Shift
g F#

#g F#g
F#g  talks about its own name.

The pattern behind Goedel’s Theorem
where  a 

Sentence states its own 
Uprovability within a given 

consistent
Formal System. The Sentence is True
Yet Unprovable within that System. 



Goedelian Shift

g ~B#
#g ~B#g

~B#g states
its own

unprovability.
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g A
#g Ag

Replace the arrow by an equals sign:
 g = A
#g = Ag 

Hidden Repetition

#g = gg

g F#
#g F#g

g = F#
#g = F#g

#g is an Eigenform for F.



Paradox and Time
J = ~J

J:    ... T F T F T F T F T F ...
~J:     ...F T F T F T F T F T ...

F  OR  T = T
Therefore

J  OR  ~J = T.phase-shifted from the original one by one half-period. The
juxtaposition of the these two waveforms yields a marked state.

...

...
=
=

=

...
...

With this interpretation we would like to keep position  as a rule
about the reentering mark. But we also note, that as a waveform
the reentering mark, taken all by itself, is indistinguishable from its
crossed form.

......=

= (all by itself)
One way to get partially out of this dilemma is to make two
imaginary values i and j, one for each waveform and to have the
following waveform arithmetic:

...

...
=
=

=

...
...i

j

ij

j   = ji   = i

i j= =, ,

,
The waveform arithmetic satisfies occultation and transposition, but
not position. It is similar to the three-values Calculus for Self-
Reference, and has a completeness theorem using these values. This
rich structure is directly related to a class of multiple valued logics



Are the two conditions

and 

Logically Contradictory?

Flagg Resolution: 
There is only one     .

All appearances of      in a 
given Text

Must be altered together
or not at all. 
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The Universe is undoubtedly 
Indistinguishable from Itself.

And yet, a Distinction 
arises in Mutuality.



Eigenforms such as 
J = ~J

could well
be called

Imaginary values.

Let us not forget the 
primordial imaginary value,

the act of (making) a
distinction.

Fibonacci Form and Beyond 17

It is generally thought that the miracle of being able to recognize an object arises in
some simple way from the assumed existence of the object and the action of our perceiving
systems. What must be understood is that this act of cognition is a fine tuning to the point
at which the action of the perceiver, and the perception of the object are indistinguishable.
Such tuning requires an intermixing of the perceiver and the perceived that goes beyond
description. Yet in terms of mathematical entities such as number or fractal pattern, part of
the process is slowed down to the point where we can begin to apprehend it. There is a
stability in the comparison, in the one-to-one correspondence that is a process happening
at once in the present time. The closed loop of perception occurs in the eternity of present
individual time. Each such process depends upon linked and ongoing eigenbehaviors and
yet is seen as simple by the perceiving mind.

6.  Fibonacci Particles

Think of the Spencer-Brown mark as an “elementary particle” that has two modes of
interaction. Two marks can interact to produce either one mark or nothing.

 



The universe that we know
Comes into being 

Through Imagination
and Observation

Bringing forth
A world of distinctions that

we take to be 
Real.

Only the Imaginary is Real.



The art of distinction  is 
Inseparable from

The art of 
Joining.



In order for a universe to come into
being the world must act to 

divide itself into one part that is
seen and another part that sees.



Quality, Love 
Reality, Imagination, and

Discrimination
are Inseparable.

What IS 
is identical 
In Form

with
What is not.

The Form
we take to exist

arises from
framing 
Nothing.




