An image based information retrieval system for engineering projects
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Abstract —Today there is a great amount of information in the
form of engineering projects. The difficulty in retrieving visual
infor mation contained in engineering projectsin various contexts
in which engineering designs are used as inputs in decision
making is an area of major concern. Current methods of
retrieval do not satisfy the demand for the rapid and precise
location of information contained in large sets of drawings. This
is because the projects are retrieved through the utilization of
codes and keywords that only partially represent their content.
This paper addresses this problem by proposing an image based
infor mation retrieval system for engineering projects. The article
presents a conceptual model, a classification scheme and a
prototype of an information retrieval system (IRS) for
engineering projects that uses a key-image to retrieve a
document. The prototype wastested and validated in a case study
conducted at the Military Fire Department of the State of Minas
Gerais (MFDMG), Brazil. The system proposed would positively
impact services and decison making in areas such as
infrastructure (sanitation, energy and roads), safety, healthcare
and education. *

Information retrieval, image retrieval, engineeringprojects,
information retrieval based on image visual content

. INTRODUCTION

The motivation for the current study was the diffig in
retrieval of information in engineering projectsqué&ed for

decision-making as well as the need to achieve tgrea

efficiency in the process of encountering informatin large
sets of drawings. The current information retrieggktems
(IRS) for engineering projects use textual datanttex and
retrieve project files and do not normally consideage data.
Information retrieval frequently depends on someavigo
participated in the project and is lost when thatspn is no
longer part of the process.

To address this problem, the current research had
objective of building a model for automated indexiand
retrieval of engineering projects, considering aistontent and
the use of key-images for retrieval. The paperemts briefly,
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the theoretical basis, the conceptual model and
classification scheme, already introduced by Bavaeimd
Cendén [1],
presenting the description of the development efgiototype
which implemented the model.
describes the case study conducted at the Militaing
Department of the State of Minas Gerais (MFDMG)a&ir
through which the developed system was tested.

The literature review discusses research on orghoiz
and retrieval of images in information science a@onthputer
science. The state of the art indicates a gap seareh on
image retrieval with the presence of two distingtes:
information science focuses on retrieval based extual
description of images while in computer scienceieetl is
based on visual content. In the prototype developkarts
were applied to bring together knowledge from theifierent
areas resulting in a system which integrates cdacep
information and computer science as well as engimge

In the system proposed, to build the metadata datgla
human indexer interprets and classifies the prejetb three
categories (type, process and form). These are hgethe
system to select a specific set of visual metaietas) which
are automatically located in the drawings. Nex¢sthicons are
used to automatically index the documents. The itigfiles
and visual metadata compose the database. Faevadfrihe
user is presented a menu of icons for key-imagecteh. The
system, then, finds all the drawings containing kbg-image
selected, and displays them highlighting the hits.

A case study with the Military Fire Department bé tState
of Minas Gerais (MFDMG), Brazil was conducted whigted
corpus of 332 technical drawings of safety projedike
research results showing 98.7% retrieval rate fi@s fthat
contained images similar but not identical to tley-knage,

t proved the efficiency of the system.

Il.  THEORETICAL AND CONCEPTUALBASE

The literature review led to two different approashThe
first, based on the concepts and foundations ajrinmdtion
gcience, uses descriptive data to index and retiigormation
in images. The second, based on concepts and fiomsiaf

and expands this previous publication b
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computer science, achieves content based informegivieval
through the graphical properties and shape of thage.
According to Enser [2], Heidorn [3] and Smeuldersale [4]

there is a gap between these two approaches whish bbe
filled in the search for innovative solutions fomage retrieval.
In the current study, these two concepts were ndeagel used
in the creation of a model, a classification scheamel a
prototype of an IRS for engineering projects.

In short, there are two distinct lines of reseafch the
retrieval of visual information. One line considéns semantic
understanding of the image and the determinationthef
concepts that represent the documents. In this, Ithe
description of the image is done through text. Aeotline of
research considers the syntactic processing of irtege,
seeking to define the contents and properties adftieg
symbols and icons through digital processing ofittiege.

A. Organization and retrieval of information science

In information science, subject analysis, defimitaf access
points, interpretation, categorization, classifmat and
indexing of documents are used for organization ratdeval
of information. According to Lancaster [5], retrav of
information is the process of searching within #lection of
documents to identify those dealing with a particidubject.
One of the problems in retrieval is the definitioh access
points to a database of electronic documents atintaitext,
images and different media (Hjorland [6]). The ieatal
process is complete when the user is satisfied thithresults
of his search. In the case of engineering projécesdefinition
of the concepts that represent the document is tlmoeigh
human observation and interpretation. Each perses his or
her own knowledge when reading a document and nfakes
her own interpretations, which are personal angestile.

B. Organization and retrieval of computer science

In computer science, content based informatiorerett is
achieved by detection of the image features as \asll
identification and classification of its visual cheteristics
based on color, texture and shape. Content-Baseafjelm
Retrieval systems (CBIR) usually use algorithmstdst the
whole image or part of it to identify forms similtar the images
searched for. A retrieval system based on the inagmves
the determination of the characteristics of the genand,
adopts the following steps: detection of visualrebteristics of
the image based on color, texture and form andifileetion of
the visual characteristics of the image. Theseuaesl to feed
the database and, later, to retrieve the imageedesrhis last
phase is attained through comparison and detectibn
similarity. To begin a search, the user selectctimacteristic
he is looking for and defines a similarity measurBe image
searched for can be defined by the user or obtdimed an
example as shown in Fig 1. The system checks thaasity
between the visual content of the key-image andddtabase
images. Concepts and techniques of digital imagegssing
are used for detection based on the shape of tlectob
According to Gonzales and Woods [7], the term image
monochrome image refers to the two-dimensional tfancof
light intensity, f (X, y), where x and y denote splacoordinates
and the value of f at any point (X, y) is propantb to the
brightness (or gray levels) of the image at thahtpas shown
in (Fig. 2b). It can be considered as an array whodices of

rows and columns identify a point (Fig. 2a) in #meay. The
corresponding value of the array identifies theydeael at that
poin
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Figure 1. Example of search by colour, texture and form.
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Figure 2. (a) Image matrix. (b) Axes representation digiahge.

Zachary [9] emphasizes that the fundamental asyette
visual information retrieval systems is the deteatipn and
representation of a visual feature that effectiveigtinguish
between pairs of images. For Hede [10] retrievalpimture
similarity considers image variation which enhanties level
of information retrieval.

C. TheEngineering project

This section presents an overview of the objecthis
research which is the document and engineeringgt:o] here
are specific issues in the organization of infoioratin
engineering projects. Each branch of engineerirgglymes a
set of projects needed for the construction of djea.
Engineering projects can be of various types sush a
agronomic, aeronautical, agricultural, food, enwimntal,

civil, computer, economical, electrical, structurdbrest,
mechanical, mechatronical, mining, naval, produstio
chemical, sanitary, safety, software, telecommuiuna,

transportation, among other€&ach project type has its
specificities and characteristics, which determineseries of
subdivisions. Civil engineering alone involves #rehitectural,
structural, hydraulic, electrical, fire fighting duprevention, air
conditioning projects, among others. The engingérin
architectural project is usually developed in veldfined steps
executed in a linear sequence, which include pheding
design, executive project, detailed design or mtasien
project. Each step in the development of an engimge
architectural project is composed of a group ofuthoents that
represent, in different views, the object to beltburhe
engineering  project is a set of
documents/technical drawings (Fig. 3) needed fertkecution
and representation of engineering works. The sefraphical
records is the graphical expression which aimsptesenting
form, dimension and location of objects, accordiogthe
different needs of the many branches of engineeend
architecture. The drawing is a code for a languagablished
between the sender (professional from the projelet)fand the
receiver (reader of the project), enabling onertdenstand it.
Its interpretation requires knowledge both from skeeder and
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from the receiver. In order to interpret a projexie needs to
build a mental visualization based on an abstractio
understand a spatial form from a flat represematidhis
process, called spatial vision, depends on the ladye and
perception of the human being, because to understapatial
form means to build a tridimensional model in thedrbased
on the observation of two-dimensional drawings.
document file is a composite of geometric represens
contained in one part or all of an engineeringgxbjThe set of
documents, through the different views, provides
representation for the implementation of the projébe icons
present in the technical drawing allow inferencesd a
conclusions about the project as a whole, defitimegtype of
project, the process and the form.
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Figure 3. Example of document/technical drawing of architeatproject.

The standardization of documents is an importagp &
the creation of a graphical language. Technologicabress
and the standardization of drawings made posdigeteation
of computer aided design (CAD) software which iswno
globally used for project development. The inforimmat
contained in the draft can be enhanced by the a@ipli
semantics or meaning of the common syntax of thebsjism.

To increase the performance of CAD software, itaee
necessary to develop libraries of icons. The libsarused in
project development, consist of a standard set cohs.
Typically, they represent objects that are repeatdtie same
document or in different project and their defmitidepends on
the context. The same library can be used in diffeprojects,
institutions, cities and states, and each institutisually has its
own. Fig. 4 shows an example of a library of icons.
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Figure 4. Example of a library od icons.

Ill.  CONCEPTUAL MODEL

The model proposed in the current paper considamsah
analysis and interpretation of the image as welhat®omated

processing of visual content for the definitiontbé metadata
to be used for retrieval of engineering projects.

Through the analysis of how interpretation of epgiting
objects takes place, a model to understand endigeer
drawings was defined which joins syntactic and s#ina

Therepresentations of the drawing. Considering thenitivg

aspects for image interpretation, when a persomrrabs an
engineering project, he or she creates a netwankesdion in
order to identify symbols and make inferences endfawing.

Rwith specialized level of knowledge, the user haiilgp the

mental model of what is represented in the drawing.

This process happens at the moment the project is
interpreted. Systematizing this process, the mpdedents the
interpretation of the project in two steps. Thstfwne involves
iterative understanding of the drawing, the deteation of its
subject on the semantic level and its analysisyder to define
what it represents. The second is the syntact&rpngtation of
metadata, with the definition of administrativechaical and
visual metadata of the drawing, as shown in Fig. 5.

Engineering technical drawings
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Figure 5. Two steps of project interpretation (Baracho[8]).

Semantic interpretation takes place by means of the
inferences made when a human subject observesrdtiectp
and mentally defines the object depicted. This kEndbe
conception, through spatial vision, of the objempresented.
For example, from the reading and identificationtlod icon
that represents a door, we can visualize the cdionsc
between the areas separated by that door, thetidireof
people flow, and the number of rooms in a buildifgpm the
reading and interpretation of the icon represengirgpmputer,
we can conceive that the room where it is locasedestined
for the use of computers and could be, for instaaneffice or
a lab. Interpretation of the image leads to thedegtson of the
image and to the definition of its concepts. Foaragle, the
recognition of an icon referring to a car leads tte
understanding that the space where it is locatednseived to
be a garage and is capable of sheltering, for ebarfqur cars.

Syntactic interpretation takes place through tteslirey of
icons present in the document. By means of syatacti
interpretation one can assess the attributes preésethe
project. In this phase, the attribute is the geomet
representation of a symbol and is not contextudliz&n
attribute of a door, in top view, is simply the megentation of a



line and an arch. The icon of a door presents rdiffie
geometric representations according to its positionthe
project. Through syntactic interpretation and theognition of
icons we obtain the definition of the image contéffe can
interpret the icons by themselves, without consideitheir
context. For example, a computer represented ienfipntal
or side views (attribute) leads us to the objectnpoter
(content).

IV. CLASSIFICATION SCHEME

The classification scheme includes the formal aaieg of
engineering/architectural projects. In classifioatitheory, a
formal category has the property of being exclusa@ that
each document can only belong to one categoryeatirtie of
information organization. Thus, the classificati@mtheme
serves as a filter for the documents. The threegcaies
present in the classification scheme proposed &pe,
procedure and form.

In the model proposed here, classification staith the
interpretation and analysis of the project by a éarimdexer
who defines textual metadata and classifies themeat using
the three categories: type, process and form. Ax Bi
demonstrates, the combination of the three categori
determines a specific set of icons in a table sti@i metadata,
which might be present in the draft. According toe t
classification scheme shown in Fig. 6, the pres@fidke icon
for a door in a drawing determines the type of gxbj
(architectural), the implementation phase of theocess
(executive) and representation form (top view) dffane
defining the icons which can be present in the dumnt.

The three graph axes have the option “others” thes
classification scheme has an open architecture hvbém be
extended to include other categories that are restgfined in
each axis. That makes the classification schemeabbapof
being adapted to other contexts. Each combinatiaaloes in
the three axes points to a different metadata.table

The drawings are scanned to locate, index and share
icons. Project files and their textual and visuadtadata
compose the database. The first step in the ratrigocess is
the choice, by the user, of a key-image (icon)yipissly stored
in a table of standard icons. The key-image isestan a PGN
format. Initially, the user defines the three gatées (type,
process and form) which lead to the table of kegges (see
Fig. 6). After selecting, in this table, the imagebe searched
for, the user defines the similarity rate betwdsn key-image
and the icons in the documents. Next the user egfihe
directory where the image will be searched for. @rectory
contains a set of projects which are, then, scaimedarch for
the key-image. Once the processing is done, therfade
displays the answer set (documents) with a redamgtd
around the key-images found (see Fig. 7).

The model considers a hybrid system, consistinga of
textual and visual data for classification and infation
retrieval. The textual metadata is composed of achtnative
and technical metadata, and is indexed with thecgaation of
a human indexer. Textual metadata contain datthéoproject
that are usually used for administrative contrainiber, name,
file, company, date, address). Technical data réferthe
technical characteristics of the project and canobtined

from the stamp or label of the project (scale, tifle, district,

total area, area to build). Visual metadata is cosed of icons
that are present in the project. The capture ofscis done
automatically according to digital image procesdichniques
for extraction of features of form. During the rassh

development we used two tables of visual metadata for the
development of the prototype and one for the vbdaand
verification stage.
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Figure 6. Classification Scheme. (Baracho and Cendén [1])
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V. PROTOTYPE

A prototype was developed for the current reseprofect,
using the C programming language. For better pedace,
the graphic interface was developed in Java. Tlofype
implemented the model conceptual base in a syst@imhw
interpreted, classified and indexed the image idatabase.
This section presents a general view of the logid #he
implentation of the algorithm in the prototype. Mdaechnical
details on this topic can be found in Baracho [8].

The algorithm uses a process whereby the drawimgisel
database are scanned to find images identicahalasito the
key-image, retrieving all the documents where teypresent.
Next, the interface of the prototype displays tleEwments
retrieved, marking the hits with a red rectanglsta®wn in Fig.
7. The central idea of the algorithm is to detedthin a larger
context, shapes similar to a pre-determined shape.

At the end of the process, the system shows a wirwith
statistical data for the search (processing time faits). The
algorithm scans the drawings for any image idehtcaimilar
to the key-image according to the three basic dcagdmputer
transformations i.e. change in scale, rotation amdoring.
Rotations of 0°, 45° and 90° were defined. A rotatoutside
this range in another quadrant is an abstractiontafion from
0°, 45° and 90° and the algorithm is able to autarally
recognize this abstraction at 0°, 45°, 90°, 13®0°1 225°,
270°, 315° and 360°. The algorithm also recognthesthree
forms of mirroring: vertical, horizontal and vesilc to
horizontal simultaneously.



The prototype requires that the user determinesade s

factor. Different scales are accepted despite rtigi¢ation in
greater computational processing. Another
influences the performance of the prototype is gmailarity

rate. This rate, stipulated by the user, definespircentage of

similarity between the image in the project andkégimage.

The key-image is used as a mask to scan the whole

drawing. The algorithm compares the first pointtioé key-

image to the first point of the whole drawing. iy are equal
(black), it saves the position of the pixel on doainter. If not
(white), it moves on to the next pixel. The maskears the
image from left to right and from top to bottom. r@aering

the transformations of rotation and mirror, eacitikeage can
be in 12 possible positions. However, the algoritonsiders
just eight of these since four are repeated. Opétitins have
been developed to improve the performance of therigthm.

The first optimization reduced the processing tirbg

excluding blank spaces. If an area correspondintheokey-
image is white, the algorithm jumps a number ofuouis

equal to the length of the key-image. The secorinigation

ignores the edges of the whole image if a columroarof the

key-image (mask) gets out of the area of the iotage. The
third ignores the spaces where the key-image wesiqusly

found. That is, if a key-image has been found igigen

position of the technical drawing then this pafacyosition

will not be considered in further searches.
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Figure 7. Principle of the algorithm. (Baracho and Cendén [1]

Fig. 8 shows the interface of the prototype. Thlothe
option “lcones”, in the top menu bar, the key-ima@a be
selected. In the picture, the key-image is the idon a
computer in top view. The drawings found are digpthwith
the hits marked with a red rectangle. The interfalso shows
the processing time for each drawing retrieved.tdst and
validate the prototype, a corpus composed of 1Gnemagng
projects was selected and eight tests performed.
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VI. CASE STUDY- MILITARY FIRE DEPARTMENT OF THE
STATE OFMINAS GERAIS (MFDMG), BRAZIL

As a strategy for research and validation of theleh@and
prototype, a case study was developed with thetdwliFire
Department of the State of Minas Gerais (MFDMG)a#l
which used projects of fire and panic prevention.

In the MFDMG, the goal is to use the content ofsexg

projects for buildings to plan interventions in €asf an

accident. Information is gathered in an online base
containing the technical drawings of projects foevgntion
against fire and panic. The institution's archisariade up of
about 30,000 projects for fire prevention and fglefing, and
each project contains an average of three projeatie up of
plants, cross-sections, details, specificationstahles.

The corpus used for the validation of the model and
prototype was composed of a set of 332 projecs fildnich
represent fire and panic prevention projects. Tdens that
comprised the database of visual metadata for shisly,
shown in Fig. 9, were obtained from the table o&pdpic
symbols in the Legislation for Security againsteFand Panic
in Buildings and Risk Areas in the State of Minar&is.

Type: Architecture project - Process: Executive

.o © /]

Computer B4 |hronm
\\\\\

- Form: Blueprint

Type: Electrical project - Process: Executive - Form: Blueprint

® = . <

Table te
\amp Luminaire  Switch plug 130 Phone jack 130 Switchboarg  Table meter

Type: Security project - Process: Executive - Form: Blueprint
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Figure 9. Graphics symbols of safety projects.

In the first development stage of the researchpthtotype
was customized to receive the MFDMG data. The dcaph
symbols table (Fig. 11) that contained the iconss wa
implemented into the prototype. Each of the 332vidrgs that
comprised the corpus was edited in AutoCAD software
checking for scales and patterns, and was placadlirectory.
Each technical drawing was interpreted to deterrtiirevalues
for the three categories (type, process and shape).

For data entry in the prototype, the indexer enltetee
project number, the categories, filled in the tektattributes
and displayed the visual attributes to be located.

VIl.  RESULTS

The database, described in the previous sectionuaed to
validate the model and the prototype. The prototygrched
the objectives as it retrieved 100% of the iconthandrawings
that corresponded to the key image. The test sealdo proved
that the model reduces project indexing and redfigme.

All 332 project files in the database belongedh®e same
type (fire fighting), the same process (executikgqzt). As to
the form category, they consisted of 213 plants, cr@ss-
sections and 45 details. Time to manually categoall
technical drawings was 2100 seconds, i.e., it tiokverage of
6.2 seconds of human processing time to categaraeh
technical drawing while it takes, in average, 203%8conds of



computational processing time to automatically agoiish the
same task. Thus, Test 1 proved the feasibilityhef hybrid
system in which classification of each file was eldoy a
human indexer. The processing time of an experthim
interpretation and classification of technical desis inferior
to the time a machine would take for the same task.

The results of Test 2 show that, after the deénitof the
category “Form of the Project”, which in this cogpeomprises
ground plants, cross sections and details, theitdgopresents
a reduction of 34% to 84% in processing time foy-keage
retrieval. Thus, Test 2 validated the use of thetqtype as a
solution that made the proposed system feasible.

For Test 3, then number of fire extinguishers vaaiified
in 49 files selected. In Test 3, performed witbbwgrd plants,
there was a 98,7% correct retrieval rate of imagkdire
extinguishers similar but not equal to the key-imag

Fig. 10 shows and example of a technical drawirt tiie
icons found highlighted in red.

TE %I f él~£x L

e Corj0s

Figure 10.Example of fire prevention projects with icons Hightéd

VIIl. CONCLUSION

The study offers a new method for information eatail
based on visual content for architectural/engimgeprojects
and starts an innovative line of research.

The paper presents an effective way to index atribve
projects of engineering projects. The result isystesn that
adds human interpretation to automated procedss textual
and visual metadata and proposes the intersedti@tloniques
and concepts of information science and computense. The
combination of human interpretation with automapedcess
offers great potential as it makes the system naffieient
using computer processing or human participatioeratit is
most indicated. Human cognitive processing was useithe
interpretation of the drawing, determination ofeggiries and
use of the classification scheme.

The prototype shows 100% retrieval of drawings treate
icons identical to the key-image. In further worts achieve a
higher level of success rate in the retrieval ohi similar but
not identical to the key-image, it is necessaryinplement
more accurate functions that consider other variatin scale
and rotation of the icons as well as lines of iiet@mnce.

The validation of the model and of the prototygeptigh
the case study in the MFDMG lead to the conclusiat the
current study can be applied to the solution ofbfmms
concerning the organization and retrieval of infation in
engineering projects. The model proposed can bptedidao
any institution which deals with engineering prégerequiring
only that the parameters, the specific metadatdesatihe
categories and the graphical symbols databaseedireed and
adapted for each application. Examples of apptioatare:

How many computers are there in a building or gsoof
buildings? The key-image to be used would be ¢bea for a
computer. Through this information the number dblatories
and of computers could be defined and factors sischnergy
consumption and maintenance staff needed, couldtirmated.

How many fire extinguishers are there in a givegiae and
where are they located for direct access in casearof

emergency? The system proposed here could provide

immediate response for this question, rapidly liogcathis data
within thousands of projects which would permit mefficient
action by Fire Brigades and public safety services.

Broadly, this system, proposed here, can help cesvand
decision making areas such as sanitation, energgdsr
infrastructure in general, safety, healthcare ahaation.

REFERENCES

[1] BARACHO, Renata Abrantes; CENDON, Beatriz Valadares
Information Retrieval for Engineering Projects: tusiimages to search
for images. In: | INTERNATIONAL CONFERENCE ON
INFORMATION SCIENCE AND ENGINEERING (ICISE2009), 20,
Nanjing. | INTERNATIONAL CONFERENCE ON INFORMATION
SCIENCE AND ENGINEERING (ICISE2009), 2009. v. 11. 1807-
1310.

[2] P. ENSER, “Visual image retrieval: seeking theaaltie of concept-
based and content-based paradigms”. Journal afnirafiion Science, [S.
1.], Dec. 2000.

[3] P. HEIDORN, “Image retrieval as linguistic and ringulistic visual
model matching” - Bibliography. Library Trends.48, n. 2, p. 303-325,
1999.

[4] SMEULDERS, et al. “Content-Based Image RetrievahatEnd of the
Early Years“. IEEE Computer Society, Washington,22, n. 12, p.
1349-1380, Dec. 2000.

[S] F. LANCASTER, A. WARNER, “Information
Arlington: Information Resources Press, 1993.

[6] B.HJORLAND, “The concept of subject in informatieoience. Journal
of Documentation®, [S. ], 19928. Lancaster, E.Vhformation
retrieval today. 47p. (1993).

[71 GONZALEZ, R. C.; WOODS, R.BProcessamento de imagens digitais.
S&o Paulo: Ed. Edgar Blucher, 2000. ISBN 8521202644

[8] R. A. BARACHO, “Sistema de recuperacdo de infornsagdual em
desenhos técnicos de engenharia e arquitetura: lonammceitual,
esquema de classificagéo e prototipo. 2007”. 27@$e (Doutorado em
Ciéncia da Informacéo) — School of Information 8ci Universidade
Federal de Minas Gerais, Belo Horizonte, 2007.

[9] J. ZACHARY, S. IYENGAR, J. BARHEN, “Content basethage
retrieval and information theory: A General ApprbacJournal of the
American Society for Information Science and Tedbgy, [S. |.], Aug.
2001.

P. HEDE, et al. “Automatic generation of naturaidaage description
for images“. RIAO 2007, 8th. 2007, Pittsburgh. Rexdings. Pittsburgh:
[s. n.], May/June 2007.

retrieval

tay’.

[10]



